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Abstract: This paper presents a new method for text extraction from word cloud images. In order to recognize 
characters, edge mapping was carried out with the help of a 2D-DWT which helped to perform multi-resolution 
analysis too. In order to reduce the number of training samples k-mean clustering algorithm and support vector 
machine (SVM) was used. Since, the characters in a word cloud image are scattered in various directions at any 
moment of time, even after character recognition, word formation remain a challenging task. In order to extract 
a lexical text from the extracted characters, tries data structure was used. The proposed method is able to detect/
extract text characters and also can successfully recognize words. Experimental result confirms the usability and 
effectiveness of the proposed algorithm.
Keywords: Text extraction, word cloud, tries data structure, SVM, k-mean clustering, DWT. 

1. INTRODUCTION
The task to detect text from a video is far more challenging than detecting texts from a static image. Besides, 
another challenge has emerged in the area of extracting meaningful text from a word cloud or from among a 
cluster of jumbled characters [4][12]. Word cloud can be tweaked with different color, layout and font schemes. 
It gives greater prominence to those words that appear more frequently in the scene text. Word clouds are used 
for brain storming. It helps people to distill summarized information.  Not only can these, word clouds help to 
assimilate important ideas, and concepts quickly. It also helps to improve vocabulary. Word cloud may also be 
used as a word bank for any individual topic.

Fig. 1 represents few samples of word-cloud. These types of word-cloud are messy and generally look as 
connection graph. If one traverses along few specific directions the graph generates meaningful words and rest 
is meaningless. These connection graphs sometime give meaningful word but they don’t give any information 
about precedence order of characters. Therefore dictionary help is essential to recognize character precedence 
order and graph traversal path identification.
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 In this paper we have presented an algorithm to extract text from word cloud, jumbled word from scene 
image as well as born-digital image. The proposed method uses tries data structure for word extraction.

Figure 1: Sample word cloud image

2. RELATED WORK
One has to go through several steps, in a proper sequence, in order to extract text from a natural scene image or 
a video image [1][2][3][7]. Text characters are detected through Maximally Stable Extremal Regions (MSER)
[5][14], connected component cluster analysis. Sometimes after detection of a probable area containing text, 
within an image, these areas are further refined with some machine learning approaches to distinguish between 
text/non-text [2][8]. This helps to extract text characters. These text characters, if are arranged in a sequential 
manner, along a predefined direction forms a word.

Roy[2]  used Bayesian classifier in combination with wavelet decomposition for recognizing text in video 
frames. This method was able to detect multi-oriented text in image and video sequence frames. Khare in [3] 
presented a histogram oriented moment descriptor for text detection in video frames. On the basis of histogram 
analysis of connected components, text or non-text was detected.   Anthimopoulos [9] used random forest 
classifier and a multi-level adaptivecolor edge local binary pattern for text detection from images and video. 
Lots of research work has been carried out for text extraction on different kind of images and video frames. 
Some of them are very much effective to extract text when in a simple line but when the characters are jumbled 
in multi-direction they fail. Therefore specialized method is required to recognize word correctly from such 
situation.  The authors in this paper present a novel two phased approach by using 2-D DWT, k-mean Clustering, 
SVM, and Tries to detect and extract word correctly from image of word-cloud and crosswords or puzzle words 
where characters are jumbled.

3. PROPOSED METHOD
The proposed method is divided into two phases, first one recognizes characters from an image, and second part 
extracts words correctly from the word-cloud. First phase uses two dimensional discrete wavelet transform (2-D 
DWT) for edge mapping and multi-resolution analysis followed by k-mean clustering [13]. The result is further 
refined by using support vector machine (SVM)[15]. Second phase starts with character recognition using OCR 
pattern analysis and location mapping/binding with recognized characters within the image file. This location 
information is stored as vector and tries data [4][16] structure is used to recognize words correctly irrespective 
of word orientation in the word cloud. Generalized flowchart of the proposed algorithm is presented in Fig. 2
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Figure 2: Flowchart of proposed algorithm using use tries

3.1. Discrete Wavelet Transform

Figure 3:  3-level of discretewavelet transform
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As wavelet transform provide localization information by breaking the signal and passing it through a series of 
filters. Its discrete version i.e. Discrete Wavelet Transform (DWT) is very much useful to analyze image data 
both in terms of frequency and location information. Details of the coefficients and approximation coefficients 
of signal X is represented by equation-1 and equation-2 respectively. The symbols ‘g’ and ‘h’ used in the 
equations represent low pass filter and high pass filter respectively. Fig. 3 displays output of 2D-DWT operation 
on input image 1.a) up to 3 level.

 Ylow[n] = 
–

X[ ] [2 – ]
∞

∞
∑ k g n k  (1)

 Yhigh[n] = 
–

X[ ] [2 – ]
∞

∞
∑ k h n k  (2)

3.2. K-means clustering
After 2-D DWT, k-mean clustering is used to group dataset into non-overlapping set. These non-overlapping 
sets are identified using similarity of properties such as Euclidean distance. Basic steps of K-means clustering 
algorithms are:

1. Select n random initial centroid for clusters

2. Calculate distance of each data points and reassign to their closest centroid

3. Compute centroid for newly constructed clusters

4. Repeat step 2 and 3 until centroids do not change.
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Figure 4: Cluster formation and centroid computation

Figure 5: Representation of cluster index and different clusters

237



International Journal of Control Theory and Applications

Lalita Kumari, J.L. Raheja and Vidyut Dey

Objective of k-means algorithm is to partition dataset into groups C1,C2,….,Cn such that centroid of 
Ci, (represented by µ in equation 3) be minimum. Objective of k-means algorithm is to find µi , such that G 
(represented by equation 4) beminimum. K-mean clusters for three chosen centroids are displayed in Fig.4. 
Fig. 4(a) represents data points and Fig. 4(b) represents finally obtained three centroids after number of 
iterations. Fig. 5 displays cluster index and different clusters obtained from input image 1(a) displaying text 
objects inside it.

 µ(Ci)  = arg min
X C

Euclidean Distance ( , )µ ∀ ∈
µ∑

i
x  (3)

 G = min
1, ... 1 X C

Euclidean Distance ( , )µ µ = ∀ ∈
µ∑ ∑

i

k
k i

x i  (4)

3.3.	 SVM	Classifier

As recognized text area from input image is categorized into exactly two groups i.e. either it will belong 
to text area or not, it is further refined using support vector machine. SVM classifier is used for feature 
extraction, classification, and text characterization. For this, a training data has been used to create classifier 
structure. Fig.6a represent SVM classifier on training data set and Fig.6b display prediction of text and 
non-text area based on training data. Using SVM classifier extracted text is further refined for greater 
accuracy. After this approach characters are recognized separately using optical character recognition [10] 
techniques.
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Figure	6:	SVM	classifier	on	training	data	set	prediction

3.4. Word recognition from mess of characters using tries

Figure 7: Tries structure generated for Fig. 1b on closed domain
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As we have set our input image as word-cloud, word recognition becomes challenging task even after character 
recognition step. It is not easily possible to group a set of characters to form a word because orientation of words 
varies largely on same documents. Sometimes single character requires to be grouped into multiple words set 
to form word correctly. To solve this problem we have implemented tries data structures which work on limited 
input word from closed domain. Working of tries on limited words from closed domain is shown in Fig.7.  Steps 
of Word recognitions from meshed characters are as follow:

1. Calculate total count (n) of appearing characters.

2. Construct vector of size n and store centroid of each characters, as location of characters.

3. Compute neighboring centroid for each saved centroid of character.

4. Generate tries for limited words of specific domain.

5. For each character c, select its entire neighbor T.

6. For all t ∈ T, search through tries and change to next node.

7. Set t into c and move to step 3.

4. RESULT ANALYSIS AND CONCLUSION

Figure 8: Word generation using tries (a)

In order to carry out the experiments for result analysis, we have used born digital test image, word cloud 
images, crosswords and puzzle images in both categories i.e created digital image, and captured image via 
camera. Fig.8 and Fig.9 display resulting text extracted after tries data structure implementation above the 
extracted characters vectors. The authors thus presented an approach to detect and extract word correctly from 
image of word cloud and crosswords or puzzle words where characters are jumbled. The authors tested the 
proposed technique on several images including born-digital image as well as camera captured images. The 
images were sub-categorized images into three subgroup (1) normal text image, (2) cross-word type images, 
and (3) word cloud images. Table1 shows that normal text type images give same result on with and without use 
of tries but in case of crossword and word-clouds, result accuracy increase significantly on using tries.
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The proposed method, thus,is very much effective on word extraction correctly from word-cloud. 

Figure 9: Word generation using tries (b)

Table 1 
Result Comparison

Image type
Word Recognition accuracy

Without Tries With Tries

Born Digital image

Aligned text 0.90 0.90

Cross word 0.05 0.72

Word cloud 0.40 0.65

Camera Captured Image

Aligned text 0.86 0.86

Cross word 0.05 0.70

Word cloud 0.38 0.61
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