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Abstract: The new generation of the IP is internet protocol version 6. The drawback of Address over flow incident 
is going to reduced by using IPV6 instead of IPV4. So all Reputed Industries, MNC Workstation and the Internet 
service provider eager to use internet protocol version 6 for restriction of IPV4. IPV6 is allocate the vast and amount 
of memory space, and its suitable design, it provides sufficient security while comparing to IPV4. This paper focus the 
IPV4 and IPV6 are performed by the dominant of UDP Window size. Multi size of UDP window is help to transfer 
the multi size of files from 100 MB to 1000 MB lies between two end system. For IPV4 and IPV6 test is implemented 
by all UDP window size along with all file size for five try outs. The performance of the graph is tabulated from 
generated three consistent outcomes of five try outs. Which internet protocol having in terms of efficient throughput 
that’s the aim of our research. The network load is classified by both scenarios bothered. During the network model 
is configuring understand the importance of different network load. IPV4 and IPV6 networks throughput usage 
realized by a medium network load, high network load then a bad probable network. Matching outcomes comparison 
is happen by definition of two network models. The results of internet protocol performance that IPV4 is not having 
throughput like IPV6.
Intex Terms: Throughput, UDP window size, Protocol Performance, IPV6.

InTroDUcTIon1. 
Now all MNC Workstation are using IPV4 Network but in future we have to move on into IPV6 Network 
because of the restriction of the IPV4 addresses. The reason for usage of IPV6 is that increase the time efficiency 
and quality protocol so we avoid IPV4 Protocol and accept IPV6.Internet protocol 4&6 could not able to pass 
message with each other for that purpose tunneling concept is used. Tunneling provides newly arriving IPV6 
n/w helps us to expanding contact with IPV4 n/w .Efficiency b/w two networks can be obtained by studying IP 
addressing, data loss, data delivery, and throughput. Tunneling provides a confident way for message passing 
by separating packets, overlapping of headers and ends of packets and also it gives port security for Internet 
protocol version 4.The invention of Internet protocol version 4 is one of the best invention in n/w which helps 
many servers to get benefits using Internet protocol version 4 network.
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For the past 2 years, the raise of networking is very high which leads to the development of IP. IPV6 
provides more and more memory capacity, internal transfer capacity and protection mechanism, simple to install 
host device, provide improved multi conversion facilities etc. now a days we can see raising demands of real 
time applications over internet because of the famous of global network. This study shows that IPV6 provides 
better message passing value compared to IPV4.The data transferring network contains IPV4 protocol which is 
similar to UDP protocol.IPV4 cannot give surety for receiving of messages, correct queuing & rejection of take 
delivery. Internet protocol even gives separation & reconfiguration of data into its old format. Internet protocols 
second version is IPV6 which is designed for imaginary world. IPV6 creates transferring capacity, production and 
installation aspects because of these design it over comes IPV4 protocol. The transaction between two networks 
is quite difficult for these reason various transition mechanisms are available to establish communication between 
two host. The advantages of IPV6 are: Provide more memory area and provides tree type space providing 
mechanism for separating nodes over network. It provides conversion spacing and internal installation. Also 
provides very trusted way of transferring, easy transfer way and extra clear way to the transfer of messages. It 
contains important security messages and packet combining rules.

ThroUghPUT2. 
The network throughput is explained as the amount of network bandwidth given for a network application 
in a given time through the network. The amount of data passed in one second is called throughput. Present 
capacity, data-to-distraction rate and hardware boundary controls throughput. The highest value of creation 
at a given time is called its throughput. The rate correct message delivery in a communication channel is 
called its throughput. It is calculated in terms of bits/s or bps.. The overall packet value which is distributed 
to all channels in a network is called sum of throughput. While using other protocols the packet sending rate 
is smaller than the highest obtainable throughput. The beneficial part is known as correct put. Asymptotic 
throughput is generally calculated by sending/modeling high querying of message through the network by 
using more resources and there is no limitation process and calculation of network path throughput. This is 
obtained highly in UDP compared to TCP . The data transferring from new nodes will affects the throughput 
of current transferring considerably. The problem that affects the throughput of IPV4 are: Every packet must 
be processed and checksum value is calculated. Then every router must calculate the given frame of each 
packet. The above reason slows down the throughput in forwarding the data packets in IPV4. Compared to 
IPV4, IPV6 has easily understandable data header format, because of this processing are performed more 
quickly and clearly. There is no traversing among in between routers/nodes. There is no need for recompilation 
of checksum and packets reassembling. Because of this features, the packets processed quickly in IPV6 than 
IPV4.

hIgheST cAlcUlATeD ThroUghPUT3. 
The highest calculated throughput can be obtained by measuring a real, developed or modeled system. The 
throughput can be calculated through small time period and this is the time limitation by which the time reaches 
zero. Throughput means the rate at which bulk data transfers can be transmitted from one host to another over 
a long period of time (Mbit/s).

PerForMAnce eVAlUATIon4. 
This part gives the answer for our process we had used up to 1000MB file size for the process. Varying sizes of 
User Datagram Protocol windows are also used here and the size of User Datagram Protocol varies from 8KB 
to 64KB for each file size to be processed.
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 Figure 1: Performance of IPV4 and IPV6 for 100MB Figure 2: Performance of IPV4 and IPV6 for 200MB 
 Transfer Transfer

  
 Figure 3: Performance of IPV4 and IPV6 for 300MB Figure 4: Performance of IPV4 and IPV6 for 400MB 
 Transfer Transfer

  
 Figure 5: Performance of IPV4 and IPV6 for 500MB Figure 6: Performance of IPV4 and IPV6 for 600MB 
 Transfer Transfer

reSUlT5. 
The result shows that the variation between IPV4 and IPV6 for calculation is about 1% or 1Mbps less throughput 
ca be result from small UDP window size for Internet Protocol version 4 and 6. The highest throughput is 94.5%
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 Figure 7: Performance of IPV4 and IPV6 for 700MB Figure 8: Performance of IPV4 and IPV6 for 800MB 
 Transfer Transfer

  
 Figure 9: Performance of IPV4 and IPV6 for 900MB Figure 10: Performance of IPV4 and IPV6 for 1000MB 
 Transfer Transfer

or 94.5Mbps was obtained by accessing 64KB UDP window size with Internet Protocol Version 4 address 
configuration. During the testing of small file size, it does not cause any changes on process. Average throughput 
remains same while performing tools evaluation process even their exists a steady state condition among tools 
are where 8GB files was exchanged for peak queue number. We also observed that the Internet Protocol version 
4 and 6 highest throughput for 100 Mbps will not obtain the maximum 100 Mbps because of UDP overhead 
during the file transfer.

While transferring 100 MB data using IPV4 and IPV6 the transmission rate of IPV6 is slightly better 
than that of IPV4. The transmission % of IPV4 93.5 and IPV6 is 94.5. for transmitting higher data files, the 
IPV4 executes poor performance when compared to IPV6. The IPV6 remains same for larger file size. Eg: 
for transmitting 1000MB,the performance of IPV6 is 1.7% higher than IPV4 network. (Figure 1 shows the 
performance difference of IPV4 and IPV6).
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Table 1 
Performance of IPV6 than IPV4

S.No. Data size
Throughput% Performance of 

IPV6 than IPV4IPV4 IPV6
1 100 MB 93.5 94.5 1.0%
2 200 MB 93.4 94.5 1.1%
3 300 MB 93.3 94.5 1.2%
4 400 MB 93.2 94.5 1.3%
5 500 MB 93.1 94.5 1.4%
6 600 MB 93.0 94.5 1.5%
7 700 MB 92.9 94.5 1.6%
8 800 MB 92.9 94.5 1.6%
9 900 MB 92.8 94.5 1.7%
10 1000 MB 92.8 94.5 1.7%

conclUSIon6. 
Here, we calculated the throughput process on model and mathematical method in both version of Internet 
Protocols. Two Internet Protocol version 4 and 6 has been modeled. Both version performance are compared 
based on model and mathematical methods. This paper help us to understand the difference in throughput 
obtained from IPV4 and IPV6. The average throughput time of IPV6 is 3% which is larger compared with the 
networks of IPV4 because IPV6 header size is big which also makes the difference in the quality. We conclude 
from this paper, that the manufacturer of IPV6 is important with slow growth in terms of new version benefits. 
Until the enough manufacturer of IPV6 all over the world, the collaboration of IPV4 and IPV6 ca exist which 
helps to establish transaction between new and old version. The upcoming research aims at modeling a test bed 
with a multiservice router and live test of and to end network performance for both version of Internet Protocol 
version of 4 and 6. After the result obtained from the new process model, it will be analyzed completely for the 
application of next model process.
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