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ABSTRACT

Clustering groups the objects which have intrinsic similarity. The standardization of clustering algorithms is difficult
though various clustering techniques are proven to be good. The research in clustering results in developing the
methods which may give best outcome for specific datasets only. Therefore, there is a need to design and develop
effective clustering method which can produce optimized results for all the datasets.

This work presents a new hybrid multi-objective clustering method based on Ant colony optimization and Particle
swarm optimization method which partitions the data into an appropriate number of clusters. In order to get appropriate
partitioning and to detect correct number of clusters, Ant Colony Optimization algorithm is used. The clustering
objective functions are evaluated using Ant Colony Optimization clustering algorithm which results in finding
random cluster centroids and associated data points. Three objective functions, one reflecting the total compactness
of the partitioning based on the Euclidean distance, the other replicating the total symmetry of the clusters, and the
last reflecting the cluster connectedness, are considered here. These are optimized simultaneously using hybrid
ACPSO method and improvement in the accuracy of the result is observed.

Index Terms: Data Clustering; Ant Colony Optimization (ACO); Particle Swarm Optimization (PSO); Compactness;
Connectedness; Symmetry

1. INTRODUCTION

Data mining is a technology, for extracting hidden and predictive information. There is a tremendous
growth in Data mining field with the growth in real time data. The knowledge-driven results can be extracted
using Data mining tools to predict future tendencies which can further be used for business intelligence
applications. The process of information finding from databases requires automatic and fast clustering of
large datasets with numerous attributes of different types. Though various tools are developed, there are
certain challenges with clustering techniques. Swarm Intelligence (SI) is a technique from the family of
nature inspired algorithms. Several researchers from the field of pattern recognition and clustering are
working on SI for good clustering results. Clustering techniques based on the Swarm intelligence have
reportedly outperformed many classical methods of partitioning a complex real world dataset.

2. RELATED WORK

Clustering is a collection of objects, which are similar in some pattern to each other and are dissimilar to
the objects in other clusters. The clustering algorithms which gives better result for some data sets, may
gives poor result for the other data sets. Therefore, determining number of accurate clusters is the main
issue for clustering algorithms [1]. The cluster validity indices are introduced by the researchers for validating
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the results of clustering. The objective of cluster validity is to impose an ordering of the clusters for their
goodness. A graph theory with a clustering tendency index for cluster partitioning is proposed [2] in which
the number of clusters and the partition that best fits the data set are choose according to the optimal cluster
tendency index value. An analysis of design philosophy is perfectly used in essential validity indices for
clustering. A variety of existing cluster validity indices are reviewed [3]. The techniques to overcome the
limitations of the existing indices are proposed.

In clustering techniques, optimization algorithms are used to get the optimal results [1, 4, 5]. Genetic
algorithm results in optimal partitions at the initial stage and later Swarm Intelligence algorithms [6, 7] are
applied for further optimization. Researchers have developed hybrid clustering algorithms to improve the
performance.

The paper is organized as follows: Section II presents the Related Work and section III presents proposed
Model for optimal data clustering. Section IV presents the experimental results and final conclusion is
given in section V.

3. PROPOSED HYBRID METHOD FOR DATA CLUSTERING

K-means clustering algorithm has tackled more challenges to achieve exact clustering with the issue of
cluster initialization. The random initial centroids led algorithm to converge in local optimal solutions, and
restrict the formation of accurate clusters. Hence, researchers have suggested many improvements in K-
means algorithm with respect to selection of initial centroids. The feasibility behind the works have become
compound because of wide data delivery with high dimension. In contrast, a thought on changing the
cluster centroids at run-time has been presented. These improvements have reached good outcome, because
they have intended to find the total centroids throughout the process, rather than focusing on initialization
part. Also, finding to search the optimal cluster is tedious task if the element of the data is huge. Therefore,
developing a method to handle both initialization problem and optimal finding procedure is a major challenge
for cluster analysis.

A new ACPSO method is developed for optimal clustering process. The works mainly focus on
hybridization of ACO and PSO Algorithm for Optimization in Data Clustering. The input data is given to
ACO algorithm to obtain initial cluster centroids, these cluster centroids are optimized further using PSO
algorithm for finding optimal clustering. Those two optimization algorithms make use of Multi Objective
functions to evaluate the clustering results. The final optimal clustering output is evaluated using the external
performance metrics like, F-measure and comparison is made with existing algorithms. The multiple objective
functions are used to improve the quality of clusters. The objective functions, such as Cluster Symmetry,
Cluster Connectedness, and Cluster Compactness [1] are used for cluster optimization.

The dataset is given as input to the ACO algorithm [8, 9, 10,11] to acquire the initial centroids for
clustering method. The ants can made up with the scope for the number of ant positions which can be
defined here as quantity of likely data group in the input data space. It differs between the minimum values
to the maximum value of the given input datasets. So, every result is the position of ants placed with the
range of data.

Initially, ants are placed in random way and cluster centroids are constructed. For this solution, cost is
measured using the different cost calculation metrics as multiple objective functions given below. In the
next iteration, the position of ants should be reformed to improve the solution whereas the pheromone
update is critical [8, 9, 10, 11]. The pheromone updating is linked with good results.
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Where, � is the evaporation amount, m is the number of ants, and k
ijT�  is the quantity of pheromone

placed on edge (i, j) by ant k.
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Where Q is a constant, and L
k
 is the length of the outcome made by ant k.

In the building of outcome, ants select the following element to be continued through a mechanism.
When ant k is in location i and has so far built the small results p, the chance of working to place j is given
by [8, 9, 10, 11]:
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Where N(sp)  is the set of likely mechanisms; that is, edges (i, l) where l is a location not yet stayed by
the ant k. The inspirations � and ��control the comparative meaning of the pheromone in contradiction of
the empirical information �

ij
.

Based on the calculation, every ants position are simplified for every repetition which will give a
new result until it reaches n repetition. The final iteration gives the centroid set which is given for the PSO
algorithm.

3.1. PSO Algorithm for Optimal Clustering

The initial group of centroids obtained from ACO algorithm is then passes to the particle solution in PSO
algorithm [5, 7]. The ‘p’ solution which is good in terms of cost estimation is given as a first population of
particles for PSO clustering. Here, each solution (particles) is a centroid set of the input data. So, the
population scope of the PSO clustering is p X (k*d) matrix and the velocity cost of each particle is initialized
to zero.

For each outcome, fitness is computed based on multi objective functions. Based on objective of
minimization or maximization for correct clustering, p

best
 and g

best 
are found out. Here, the particle which is

having the minimum fitness is set as p
best 

for the present iteration and the particle having minimum fitness
in all the iterations performed and update it as g

best
.

After finding p
best 

and g
best

, the particles (centroids) velocities are originate using the following equation.

1 1 2* ()*( ) * ()*( )t t best t best tv v rnd p x rnd g x� �� � � � � �

Where, �1 and �2 are set as two usually. v
t
 is the old velocity of the particle and rnd() is a random

number between (0, 1). x
t
 is the current particle taken for finding new velocity.

Cost estimation: The ant cost can be estimated using a set of inner evaluation metrics given as: Let us
consider D be dataset having N points characterized as, D = {d

1
, d

2
, ..., d

N
}. Here, all data point d

i
 have d-

dimensional feature assessment, d
i
 = {f

1
, f

2
, ..., f

d
}. The objective is to catch the k-centroids, C = {c

1
, c

2
, ..., c

k
}

by reducing different objective function. The objective functions, based on the Euclidean distance-one reflecting
the total compactness of the clustering, the other reflecting the total symmetry of the clusters, and the third
reflecting the cluster connectedness, are considered for optimization.
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Objective Function 1: Compactness [1] - The total compactness of the partitioning based on the Euclidean
distance.
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Where K is the number of clusters, The index I is a composition of three factors namely, 1/K, �
1
/�

k
, and DK.

Objective Function 2: Connectedness [1] - Connectedness present in a partitioning will be measured
using the relative neighborhood graph concept.
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Where, p is the number of paths between X and Y nodes.

Objective Function 3: Symmetry [1] - The symmetry present in a partitioning will be measured using a
newly developed point symmetry based distance.

� � � � � �, , ,dps x c dsym x c de x c� �

Where de(x, c) is the Euclidean distance between the point x and c, and dsym(x, c) is a symmetry
measure of x with respect to c. where de(x, c) is the Euclidean distance between the point x and c, and
dsym(x, c) is a symmetry measure of x with respect to c.

Thus the proposed system is able to detect the appropriate number of clusters and the appropriate
partitioning from data sets having either well-separated clusters of any shape or symmetrical clusters with
or without overlaps [14, 15, 16, 17].

3.2. Cluster Performance using external Metrics

After performing the multi objective function the performance evaluated in terms of F-Measure.

F-Measure: A combination of both precision and recall that measures the extent to which a cluster
contains only objects of a particular class and all objects of that class. The F-measure of cluster i with
respect to class j is [1]
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The overall F-measure of the whole partitioning is calculated as:

max ( , )j

j

m
F F i j

m
��

Where the maximum is taken over all clusters i at all levels, mj is the number of objects in class j, and
m is the total number of objects. F-measure (FM) [1] is a measure of the quality of a solution given the true
clustering. For F-measure, the optimum score is 1.
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The new locations for all the particles are calculated based on the new velocity and earlier positions.
The formulae used for calculating new position are given as follows:

1 1x x vtt t� �� �

The similar process is repeated until ending criteria’s are fulfilled. The cluster centroid stored in final
g

best
 is taken as the concluding centroid which can group the data points based on the minimum distance

[12, 13].

4. EXPERIMENTAL RESULTS AND ANALYSIS

The proposed ACPSO clustering is implemented with a system of having i5 processor and main memory of
2 GB RAM using MATLAB (R2012b).

The experimentation is carried out on six real life data sets from a UCI machine learning repository [1].
These data sets are described in terms of the number of points present, dimensions, and the number of
clusters in Table 1.

Table 1
Datasets

Sr. No Dataset No. of No. of No. of
Instances Attribute Classes

1 Iris 150 4 3

2 Wine 178 13 3

3 Sonar 208 60 2

4 Pima-Indians-diabetes 768 8 2

5 Indian Liver Patient Dataset (ILPD) 583 10 2

6 Glass 214 9 6

7 Hepatitis 155 19 2

In order to detect the proper cluster centroids and the number of clusters, ACPSO algorithm with
multiple objective functions is implemented. Three objective functions are used in order to get compact
clusters, symmetric clusters and connected clusters.

The initial cluster centroids and partitions are obtained using ACO algorithm. These partitions are
further optimized with PSO algorithm to achieve various objectives. Three objective functions are applied

Table 2
Clustering Results Intermsof F-measure Values

Clustering Objective Functions

Dataset Objective Objective Objective Multi objective
1-Compactness 2-Connectedness 3-Symmetry (Objective1+

Objective2+
Objective3)

Iris 0.92 0.96 0.97 0.97

Wine 0.9 0.91 0.91 0.92

Sonar 0.62 0.57 0.57 0.62

Pima Indians diabetes 0.94 0.88 0.52 0.95

ILPD 0.9 0.88 0.88 0.92

Glass 0.96 0.88 0.88 0.97

Hepatitis 0.9 0.95 0.69 0.96
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individually first to compare the effect of clustering. The compactness of the clusters is calculated by using
the Euclidean distance formula then by using the point symmetry based distance symmetry is calculated
and lastly, the connected clusters are obtained by using the relative neighborhood graph concept [18,19,20].
The performance is checked by using a single objective function and multiple objective functions on the
same dataset. The F-measure values are as shown in Table 2.and Fig.1 represents the Analysis of single
objective and multiple objectives of cluster in terms of F-Measure [21].

5. CONCLUSION

The new hybrid Algorithm ACPSO for Multiple Function Optimization is introduced to obtain Symmetry
of clusters, Compactness of cluster and Connectedness of clusters. Two optimization algorithms like ACO
and PSO algorithm are effectively combined for data clustering. ACO algorithm is proven to be best for
cluster initialization with shorter iterations. The hybridization of PSO with ACO improved the performance
of PSO for clustering. The performance of proposed method is tested using F-measure and real life datasets.
The proposed Hybrid clustering Algorithm performs better in terms of cluster quality for almost all the
datasets.
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