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Abstract: Big data environment judged on characteristic - storage performance. Flawless storage performance is needed 
to accelerate processes in respect to gain business characteristics such as innovation, profitability, productivity, and 
greater discovery. Data throughput can be increased to some extent using storage virtualization and parallel data paths. 
In present architecture of out-of-band storage virtualization system Agents on host/server machine indirectly increase 
the load on the server as it has to perform functions of path control, data access, data preservation, data presentation. 
Hypothesis of research is that Server/Host should primarily focus on executing or processing the business/user centric 
applications rather than spending their CPU cycles on various storage management services and operations.
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Introduction1.	
The World today is generating a huge amount of data through different systems and devices. This large data is 
known as Big Data. High influence of metadata processing is thereupon Big Data processing. Metadata gives us 
information about data objects. It provides information underlying any artifact, such as - author, location, date of 
creation and modification, title, subject, and its relative information as per the need of business enterprise [1].

Everytime a file is accessed, some portion of the metadata is also accessed. Thus metadata operations are 
critical in any applications point of view. Research shows that more than 75% calls to file systems need access to 
file metadata. Thus, management of this metadata is crucial in the context of system performance. Several tasks 
in metadata management activity are to ensure – create, store, and control of metadata to remove redundancy 
and inconsistencies [1].

Big data environment judged on characteristic - storage performance. It is highly noted when the client is 
waiting for input and output from the storage system [2]. Flawless storage performance is needed to accelerate 
processes in respect to gain business characteristics such as innovation, profitability, productivity, and greater 
discovery. Data throughput can be increased to some extent using Storage virtualization and Parallel data paths. 
Storage Virtualization provides a logical abstraction of physical storage resources to the hosts.
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Along with data parallelism, it would be an advantage to boost up performance if we can restrict burgling 
metadata access in the data path. Legacy architectures usually do not contain this [2].

Processing of metadata outside the data path and enabling client to access file data directly in object storage 
devices (OSDs) can expel most of the metadata related performance issues, and its effects.

To separate data path and control path can be done by using out-of-band architecture. In this, the virtualized 
environment configuration stored external to the data path. Thus, virtualization engine achieves a split of the 
‘access path to metadata’ to ‘access path to data.’ By splitting data path and control path, virtualization does not 
create a congestion to data transport.

Virtual Storage Manager (VSM) is responsible for address mapping in out-of-band virtualization, and its 
location is outside of data path [3]. Thus, performance and scalability get increased. For this, it needs different 
agents on different platforms. The role of VSM is to maintain metadata and use it during address mapping. In 
each of the I/O request, the agent has to query VSM for address mapping. Experimental studies show that this 
method brings communication latency and hence reduces the throughput of disks [3]. Agents on host/server 
machine indirectly increase the load on the server as it has to perform different functions of path control, data 
access, data preservation, data presentation.

The proposed architectural design shows that the load on server/host can be reduced by adding intelligence 
to the virtualization appliance or metadata appliance so that metadata consistencies and data management will 
be handled by the Metadata Appliance freeing the Server from initiating and monitoring these activities.

Related Work2.	
The literature reviewed suggests various challenges encountered due to increase in the quantity and distributed 
pattern of data. In large distributed storage systems metadata management is a critical aspect of overall system 
performance. Data throughput to and from storage can be increased using the concept of storage virtualization 
and parallel data paths. Along with data parallelism, avoiding performance robbing metadata access in the data 
path can greatly accelerate the performance which can be achieved through out-of-band storage virtualization 
system [2].

The literature survey revealed that in the current architecture of out of band the interaction between agent 
and virtual storage manager (VSM) brings too much communication latency, thus reducing the throughput of 
the disk [3].

The overall solution proposed by various authors was based on various hardware enhancement. In the 
research article proposed by authors new out-of-band virtualization system-MagicStore were presented which 
is not hardware specific and supports three widely used host platforms: Solaris, Linux, Windows [10].

The literature survey also revealed that, the researchers who have worked on bringing the compute part 
closer to data termed it as Active Storage which was realized through the concept of Active Disk which is 
discussed in[5,6]. The key idea used in Active disk architecture is offloading the bulk of computation to the disk 
resident processor where data resides and to use the host processor primarily for coordination, scheduling, and 
the combination of results from individual disks.

A. Current Storage Issues
Big data environment judged on characteristic - storage performance. It is highly noted when the client is waiting 
for input and output from the storage system. The increase in storage performance is necessary to accelerate 
workflows for greater discovery, productivity, profitability, and innovation. The storage architecture must be 
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designed such that it overcame the limitations of standard network protocols and serialized data paths to achieve 
greater performance.

Enterprises use Network-attached storage (NAS) instead of direct-attached storage(DAS) to store such 
a massive data because it scales better than DAS. The challenges for network attached storage increases with 
scalability. To achieve linear scalability, high performance, and high reliability most NAS products scale to 
some degree but it creates the problem in data management [2].

This issue can be solved by implementing virtualization using out-of-band architecture. Processing of 
metadata outside the data path and enabling client to access file data directly in object storage devices (OSDs) 
can expel most of the metadata related performance issues, and its effects[10].

In an out-of-band virtualization system, the virtual storage manager (VSM) which is responsible for address 
mapping is located outside of the data path, so as to improve performance and scalability, but different Agents 
are required on different platforms. Since the agents are on host/server machine, they indirectly increase the 
load on the server as the server has to perform various functions like data presentation, data preservation, data 
access, path control, etc.

B. Lustre File System
Lustre file system is a large-scale parallel file system which plays a key role in High-Performance Computing 
(HPC) system. Lustre file system can serve tens of thousands of client systems can have petabytes of storage 
with an I/O throughput of hundreds of gigabytes per second. Components of Lustre file system are - Metadata 
server (MDS), metadata target (MDT), Object storage server (OSS), object storage target (OST) and lustre 
clients. The MDS makes metadata available to Lustre clients which is stored in one or more MDTs. The MDT 
stores metadata such as a name of a file, directories, permission on file. For one or more local OSTs the OSS 
provides file I/O service and network request handling. File data is stored in one or more objects, and every 
object is stored on a separate OST in a Lustre file system. Lustre clients are computational nodes running Lustre 
client software[12].

In Lustre file system high performance and scalability can be achieved by providing abstraction at different 
levels. Lustre treats files as objects at file system level that are located through metadata servers (MDSs).

When a client wants to write some data, it communicates with the MDS with a write request. The MDS 
checks for user authentication and the intended location of the file. According to file system settings, the MDS 
sends back a list of OSTs to the client. After receiving a reply from MDS, the client can now exclusively interacts 
with the assigned OSTs without having to communicate with the MDS.

C. Active Storage
Active Storage is a computer system architecture that executes application code by utilizing processing power 
in disk drives. The basic idea behind Active Storage (also referred as Active Disk or Intelligent Disk) is to 
offload computation task and data traffic from host computers to the disk drives. Active Storage can be used to 
achieve high performance for data-intensive applications such as multimedia applications and decision support 
systems[14].

D. Lustre with Active Storage
Lustre file system embedded with Active Storage can tackle the problem of data management in the context of 
high-performance computing systems. Lustre file system use main stream server computers as storage nodes 
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which are very similar or identical to the compute nodes present in a cluster. The underutilized CPU time in the 
storage nodes can be utilized to perform computation when it is extended with Active Storage[13].

Active storage concept can enhance the I/O throughput of Lustre file system as it provides an opportunity 
for reducing the amount of data flow between the storage node and compute node. Using Active Storage, it is 
possible to considerably reduce the data movement across the network thereby reducing the overall network traffic. 
In Lustre file system Active Storage concept can be implemented either in a kernel space or a storage space.

Proposed Scheme3.	
The proposed system is a framework which can be implemented using Active Storage concept in Lustre file 
system.

A. Proposing Active Metadata Storage
1.	 Virtualization technique will be applied to Metadata server/appliance in out-of-band storage 

infrastructure.

2.	 File system consistencies and metadata updates need to be tracked, recorded by this metadata appliance 
without the intervention of the server.

3.	 This metadata appliance should able to carry out operations like : Volume management, Dynamic 
volume migration, Point-in-time copies, LUN virtualization, Data mobility, Copy services.

B. Integrating the Active Storage Concept with Out-of-band Storage Metadata Appliance
1.	 Metadata Appliance will understand the I/O Pattern between the various server and storage. A thermal 

model can be developed here for further decision making.

2.	 Based on the thermal Model, the offloading decisions can be taken to perform the near data 
processing.

C. System Architecture

Figure 1: Proposed System Architecture

In proposed system architecture path 1 is Data path, path 2 is Metadata access, and path 3 is Control path. 
Active storage concept will be integrated with Out-of-Band storage metadata appliance.
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Active storage system takes the advantage of underutilized CPU time on file system servers to process the 
data instead of utilizing the time just to store the data.

The key idea used in Active disk architecture is offloading the bulk of computation to the disk resident 
processor where data resides and to use the host processor primarily for coordination, scheduling, and the 
combination of results from individual disks.

File system consistencies and metadata updates need to be tracked, recorded by the metadata appliance 
without the intervention of the server. Metadata Appliance will understand the I/O Pattern between the various 
server and storage. A thermal model can be developed here for further decision making. Based on the thermal 
model, the offloading decisions can be taken to perform the near data processing.

In out-of-band storage virtualization system, data transmission and address mapping are both done by the 
virtual storage manager (VSM). VSM is present outside the data path, to improve performance and scalability 
and different software Agents are present on each Host/server machine.

The VSM knows the states of physical devices and manages virtualization metadata. The software Agents 
which are connected to the manager over an Ethernet has to query VSM to create logical volume devices and to 
perform address mapping from logical address space to the physical address space.

Conclusion4.	
Conventional out-of-band storage virtualization system can be used to achieve high performance by processing 
metadata out of data path, but the interaction between Agent and Virtual Storage Manager increase communication 
latency and reduce the throughput of the disk. By using metadata appliance and Active Disk in out-of-band 
architecture, a load of metadata management on the server can be reduced to some extent thereupon achieving 
high performance and throughput of the disk.
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