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Abstract: The purpose of this research paper is to study and discuss the various classification algorithms applied on
different kinds of medical data sets and also compares its performance. Among various classification algorithms, the
performance analysis was done by considering an algorithm with maximum ac curacies on various kinds of medical
data sets. Also this paper discusses the comparison of SVM and C4.5 algorithms on high dimensional patient data
sets. In this paper, we will predict whether the diabetic patients will be suffered from heart disease or not.
Keywords: SVM, Weka, C4.5, Classification, Prediction, Medical Data set, and UCI, clustering, KDD, Diabetics,
Heart Disease, KNN, Machine Learning (ML).

1. INTRODUCTION

Data mining is the process of predicting information from huge collections of data. Data mining uses mathematical
analysis to derive patterns and trends that exist in data. Ideally, these pattern designs cannot be predicted by
simple data study because the relationships are much complicated. These patterns and trends can be collected
and defined as a model for data mining process. Data mining is also called as the procedure of mining knowledge
from data. The following steps are more required for data mining process.

e  Problem Definition
° Data prepare

e  Data Exploring

e  Model Building

e  Exploring & validating models

e Deploying & updating models
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Figure 1: Data Mining —Process Flow

There are two forms of data analysis that can be used for extracting models.
e  C(lassification
e  Prediction

Classification: Method is a type of the data mining approaches and it is used to predict, classify the predetermined
data for the specific class. The purpose of classification is to accurately predict the target dataset. A classification
model could be used to identify target data by determining its various categories like low, medium, or high credit
risk for loan applicants. There are two ways to classify the data

e  Supervised - Set of possible classes is known in an advance.
e  Unsupervised - Set of possible classes is not known called Unsupervised

Prediction: Model predicts continuous valued functions. Means that predicts unknown or missing values.

2. PRIMARY OBJECTIVE
Primary Intents of current work are proposed as below
o To Pre-Process the Patient data for Diabetics in Heart disease.
e  To apply the classification algorithm for Diabetics in Heart disease.

e To classify the best algorithm for Diabetics in Heart disease.

3. WEKA-INTRODUCTION

Waikato Environment for Knowledge Analysis (Weka) is a popular machine learning software and it’s written
in Java language. It was developed at the University Of Waikato, New Zealand. It is open source software. Weka
supports several standard data mining tasks and listed as below.

e  Data pre-processing and Clustering
e  C(lassification and Regression

° Visualization

° Feature selection
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3.1. Key Advantages of WEKA
e  [tis platform independent tool
e  WEKA contains a GUI and an Open Source

e  Large collections of different data mining algorithms

3.2. Data Pre-processing -Steps using Weka

The initial step to run the Weka tool is to launch the explorer window and select the “Pre-process tab”. It is
required toopen the data-sets in .ARFF file format and choose the attribute field in the data set (e.g. number
of instances, attributes and classes etc). After datasets upload, need to run the Visualization button to see the
pre-processed data.
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Figure 3: Weka - Pre-Process flow
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Figure 4: Weka — Process -Visualization

4. CLASSIFICATION OF ALGORITHMS

There are different classification methods proposed by many researchers. The fundamental algorithms are
considered and given as below,

e  Support Vector Machine (for linear and nonlinear data- SVM)

e (45

e  Decision Tree

e  Bayesian classification

e  Decision tree

e K-nearest neighbor classifier(KNN)

4.1. Support Vector Machine (SVM)

A support vector machine is a classification method used in datasets classification and regression.This is a non-
linear classification algorithm and will help to perform data mining, text mining andpattern recognition. Also
it often reported as better classification results over to other classification algorithms like C4.5, Decision Tree
etc, It delivers good and precise solution to optimal dataset problems.
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4.2. Decision Tree

Decision tree is a classic supervised learning algorithm. It’s an easy classification method to understand and
to perform data mining classifications. Decision Tree will build a predictive model which is mapped to a tree
representation structure with a form of left and right child, root node compensations such that, every internal
non-leaf node is labeled with values of the attributes.

Figure S: Decision Tree — Process flow

4.3. C4.5

It is a successor of ID3 algorithm which was used earlier and used to generate a decision tree. C4.5 algorithm
is a greedy algorithm and it was developed by Ross Quinlan. It can be used for classification of the data and so
referred to as statistical classifier.

4.4. Naive Bayes

It is a Standard group of probabilistic classifier based on applying Bayes’ theorem. It’s highly scalable and an
easy model to build very large data sets. Bayes is that it only requires a small amount of training data to estimate
the parameters. Naive Bayes and also It also perform well in multi class prediction. It is easy and fast to predict
class of test data set An advantage of naive Bayes is a small number of training data to estimate the parameters
for classification.

4.5. K-NN (Lazy Learning)

K-NN is a type of instance-based learning. KNN is a group of simple algorithm like as Classification and
Regression. The main advantages of KNN are below:

e  Easy implementation
e  Robust

e  Very low cost

4.6. LDA Linear Discriminant Analysis -LDA

Supervised learning algorithm called Linear Discriminant Analysis. This method is used in statistics, pattern
recognition and ML to find a linear combination of features. LDA is simple, for each class to be identified,
calculate linear function of the attributes. LDA is categorized in to two different methods.
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1.  Transformation with class dependency

2. Transformation with class independency
5. DISEASE OVERVIEW

5.1. Diabetes

Diabetes commonly referred as a group of metabolic diseases in which there are high blood sugar levels over a
long period. There are Three type of diabetes like Type 1 (insulin diabetes), Type 2 (non-insulin diabetes) and
Gestational Diabetes (Due to high sugar in blood at the time of pregnancy).

5.1.1. Diabetes-Symptoms
e  Weight gain/strange loss
e  Polyphagia
e  Polyuria
e  Blurred vision
e  Fatigue

e  Itchy skin

5.2. Heart Disease

Heart disease is the major cause of passing in the world. “Heart disease” involves narrowed or blocked blood
vessels which might lead to a heart attack, chest pain (angina) or stroke. Heart disease is mostly produced by
the following influences.

e  Blood sugar (Diabetes)
e  Smoking

e  High/low Depression

e  Low/High cholesterol
e  High blood pressure

e Age

5.2.1. Heart Disease-Symptoms
e  Rapid or irregular heartbeats
e Dizziness
e  Sweating
e Indigestion

° Pain in the chest, arm, or below the breastbone
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6. DATA SET FOR DIABETES WITH HEART PROBLEM

Table 1
Data Set attribute

S.No. Attribute

1 Age

2 Heart Rate

3 Chest Pain

4 Obesity

5 Blood Sugar

6 Blood Pressure

7 Cholesterol

8 BMI-Body Mass Index

9 Triceps skin fold thickness

10 Number of times pregnant

11 Plasma glucose concentration

12 Class Variable — 0, 1

6.1. Classification Matrix

The basic parameters used to classify the Heart disease using a classifier is its performance and accuracy.
Classification Matrix displays the frequency of correct and incorrect predictions. It compares the actual values in
the test dataset with the predicted values in the trained model. In the below given example for 454 test patients,
the dataset contained 208 patients with heart disease and 246 patients without heart disease.

Table 2
Confusion matrix
Predicted Classified Healthy(0) Classified - not Healthy(1)
Actual Healthy (0) TP FN
Actual not Healthy (1) FP ™

where,
TP — True Positive
TN — True Negative
FP — False Positive
FN — false Negative
For measuring accuracy rate, the following mathematical model is used.

Accuracy = TP + TN/TP + FP + TN + FN

7. PERFORMANCE COMPARISON RESULTS

The below is shown that various data mining Algorithms were hired to analyze the obtained Diabetes data.
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Table 2
Data Set attribute
Algorithm used P FN FP N Ace.%
SVM 25 34 56 296 91.22
C4.5 14 45 18 334 84.68
k-NN 22 42 24 323 83.95
Decision Tree 16 37 44 314 80.29

Data Set -Performance
Accuracy Result

80.29 91.22 HSVM
mC45
83.95 84.68 = k-NN

M Decision Tree

Figure 6: Performance Report for Classification Algorithm

8. CONCLUSION

This research work to classify the prediction of diabetes in heart disease considering the performance accuracy
rate from the large datasets. Weka tool was made use to analyze the results for data validations. The result has
been arrived with real data accuracy of performance comparison as the evaluating measurement. Based on the real
data comparative results in the Table 2, it has been conclude that the top two classifiers namely SVM and C4.5
algorithms considered for data sets classification. Hence, the conclusion is that SVM tool based classification
is much better than C4.5 algorithm.
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