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Analysis of Face Feature based Human
Detection Techniques
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Abstract : The problem of human detection has always been an area of interest for the researchersin computer
vision domain. The promising applications such as smart surveillance, robotics, virtual reality etc actualy drive
their interest. A number of different techniques have been developed for human detection to work in both real-
time or offline mode. Some of those techniques use face features to detect or distinguish human being from
other objects. The paper presents the analysis of such techniques by classifying them two classes based on
their characteristics and the constraints of their applicability. The tabular and graph results with corresponding
image results justify the analysis done for these techniques.
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1. INTRODUCTION

Face detection techniqueshave been studied and utilized to automate human detection process using computer
visgon. Theseare used invariousred life applications like surveillance, pedestrian detection [1] and guiding blind
person|[2] etc. Manual techniques have some glitches, since observing the camerais done manually and human
being has congtraintson his physical capacitiesof continuous sitting and watching. Aswell assufficient man power
isrequired on timely basisin thisapproach. With the advancement in technology, automationisthenneedinall redl
time gpplications. In human detection, wetry to enable computer to look for ahuman beingin agivenimage. The
human face isthe most visible and distinguishing part of human body and many algorithms have been proposed to
detect human being based on human face features. Theseface features helpsin clearly distinguishing human from
other objectsintheimage/video. Thesefeaturesareface colour and thefacetexture.

‘Face Colour’ isnothing but face skin colour and every different living object has different skin colour intengity
ranges. By finding an accurateintensity rangesfor skin colour of human being, human detection or dassfication can
be done. The second facefeaturei.e. * Face Texture’ isalso aunique characteristic for any living object. Texture
information for human face comprisesrelativeintensties of various portionsof human face such aseye, eyebrows,
lips, cheek, noseetc [ 3]. Upon anayzing the algorithms proposed in the literature, it isfound that face features
based human detection dgorithmsuse either of thetwo features. Based onthesetwo features, theagorithmscan
be classified into two broad classes, one is * Sin Colour Modelling’ and the second one is ‘Miola & Jones
Algorithm’. Algorithmsunder skin colour moddlling exploitsthe skin colour feature of the human facewhile Viola
& Jonesagorithmusestexturefeatureof theface.

Thispaper presentsan analysis of the above mentioned classes of face feature based human detection techniques.
There arevarious challengesthat dgorithmsin each of these classesface. Theseare ambient light illumination
affect, varied faceposes, occlusion etc. Besdethisvarying skin colour complexions of human beingsonthebass
of ethnicity, geographical locationsalso poses many chalenges[4]. A detailed analyssof algorithmsis presented
congdering the variousfactors stated above. Experimental resultsinimagesand comparativeanayss using tables
and graphsare also presented.
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2. SKINCOLOR MODELLING

Thepixe colour or intensity isthe primary information of animage. This pixelsintensity variesfromlow i.e.
black to highi.e whitelevel. Thereexist 255 different intensty levelsfor animage with 8-bit pixel size. The number
of levels become 255x255x255 for an image with 24-bit pixel size. These all intensity levelscorrespond to all
possible coloursexisting in nature. Colour of human skin being one among thesefindsits placeintheseintensity
levels. Skin colour isnot asinglecolour and also not same for all human beingsaround the world. Asskin colour
variesbased on ethnicity and geographical locations, skin colour occupiesarange of somecolour intengty levels.
So, finding out that range of skin colour intensitiesisthe skincolour modelling [5].

Machinelearning algorithmisused to learn the possible skin colour intensitiesfrom thetraining dataset of
human images. Thislearning processis also termed as modelling. The trained model is used for detecting or
distinguishing the skin colour from non-skin colour. Model aternatively isaso cdled asthe classfier model. A
number of classifier models have been proposed in literature for skin colour classification[4, 5]. Linear /non-linear
rulesinthree dependent random variables are used for classification. These dependent random variablesare 3
planes of acolour space exampleRGB [6, 7], HSV [8], Y CbCr [ 7] etc. The accuracy of classifier ismeasured by
the parameterslike True Postive Rate (TPR), Fse Postive Rate (FPR) and Accuracy [ 5]. Achieving high accuracy
isawaysachallenge. Some parametric[9, 10] and non-parametric[11, 12] classifier modelsareaso proposedin
literature which delivers higher accuracy than smplelinear rules. Theaccuracy of classfier isimproved inlater
approaches but the classification complexity increases Sde by sde for these approaches.

The classfier mode proposed in skin colour modelling are so designed that the skin colour rangethey classify
clearly distinguishesthe nearby coloursinthe colour intengity spectrum. Thisresultsin high classifier performance.
But the exceptional cases can’t beignored where background objects colour exactly liesin the same skin colour
range as used by classifier model. Such background objectsaretree barks, ripen leaves, ground areas etc. Here,
for the analysis sakelinear classifier mode is deployed, whichgivesgood result.

Pixel colour based image processing techniquesfacethe problem of ambient light affects. Dueto varying
ambient lighting, threshold values haveto be changed inaproblem of colour based image segmentation. Since skin
colour modelling uses pixel colour asfeature, thistoo have highimpact of changing ambient illumination. This
problemfirst incurred while using the RGB colour spacefor processing. Later, from other researches[10, 13]
doneinpagt, it isfound that colour image processing donein HSV and Y CbCr spaces have comparatively lesser
effect of changing illumination. Experimental resultsof andysisare shownin section 4 of thispaper.

Origind videosavailableat various sourcesarein RGB format and thesameistonefor videos captured from
camera. Processing of skin classifier algorithms can be done directly onthisformat. For processingin other paralel
gpaceslikeHSV and Y CbCr, thevideo from RGB format needsto befirst converted to HSV or Y ChCr. Classfier
modesare different for doing skin classification inthesethree colour spaces. Thelinear rulesfor classficationin
these spacesare detailed next.

(8 RGB colour space: Therulesfor skincolour in RGB colour spaceasgivenin[6, 7] are

(R>95) & (G>40) & (B>20) and

(ma{ R, G, B} —min{ R,G, B} >15) and

(R-G|>15) & (R>G) & (R>B)
Theseruleswerederived after arigoroustest on different skincolours. Thiscolour spaceisvery senstive
to illumination changes. So, classification accuracy with these rulesreducesfor images/'videostakesin
shadow or under bad weather conditionsi.e. improper ambient lighting.

(b) HSV colour space: INHSV colour space, it isthe Hue which determinesthe colour while Saturation
determinesthe colourfulness of aspecific colour and the Value determinesthe darkness or lightness of the
colour. Hence Hueisthe parameter which determinesthe colour component aong with saturation. The
classification rulesfor skincolour inHSV are proposed in[8] and these are:

0 <H<50 and 0.23<S<0.68




Analysis of Face Feature based Human Detection Techniques 175

(© YCDCr colour space: TheY component of Y CbCr isthe luminance component which is posesthe
visud information of theimage. Cb and Cr components are chrominance componentswhich determine
the coloursinimage and theY component merely determinesthe greyscale intensity. Cb and Cr are
resstant to changing illumination effectsthereforethis colour spaceisrecognized to bethebest compared
to othersfor colour image processing under these circumstances. Therefore the classificationrulesonly
involve conditionson Cb and Cr valuesandthese are[7]:

90<Cb<130and 137 < Cr < 177
3.VIOLA & JONESALGORITHM

TheViolaJonesagorithmwasinitialy designed for face detection. The classifier inthisalgorithmwastrained
for humanfaceonly. Later theclassfier wastrained for other objectsand hasbeen used inmany different problems.
The sameis extended to the human detection aswell, which usesface featuresto detect human being. Some key
characterigticsof ahuman face that were exploited to design algorithmare[14, 15 & 16]:

(@) Theeyeregionisdarker than upper cheek region,
(b) Thenoseridgeishbrighter than surrounding vertical area, and
(0) Intensity variationsat other face components as mouth, forehead, earsetc.

Thisinformation accountsto the texture on a 2D representation of the face. Thetexture information is
mathematicaly modelled by Haar-like features. Haar-like featuresare combination of black and white rectangular
boxeswhere each box could beasingle pixel or group of pixels. Such features could be 2-rectanglefeature; 3-
rectanglefeature and 4-rectangle feature. Thesefeaturesdiffer ontheway how rectangle boxesare combined and
total of such featuresisacombinatoria set. Black and white are not exact black & whiteintensity levelsrather
thesearerelativelevels, i.e. alesser intensity valueisblack and ahigher intensty level iswhitefor any haar-like
feature. Moredetails of Haar-like featurescan be seenin[14, 17].

The classfier inthe Viola-Jonesagorithmisa cascaded classfier trained with the faceimagetraining set. The
input to the classifier isnot the pixel intengity information of faceimagesrather it’sthe Haar-like features generated
for each faceimage inthetraining set. Thetrained classifier isused for classifying/detecting afacein unknown
sample. The peculiarity of cascade classifier isthe fast and utmost accurate classfication. Thedetails of cascade
classfier canbeseenin[15, 17].

For processng anunknown sample, theimageistakenin grayscaleformet, and the Haar featuresare convoluted
on theimage. The pixels under the black and white box regions are summed separately and subtracted. The
resultant isthen compared to athreshold and if theresultant ismore, thenthe region ismarked passed. Different
Haar featuresare used to detect different parts of humanface. Cascade of Haar featuresisused to detect facial
featuresaccurately over agiven area. Theregion where al the facial featuresare successful found, that regionis
marked asaface.

4. EXPERIMENTAL RESULTS

Asdiscussed inthe previous sections, the experiments are performed for both the classesof algorithmsi.e.
Skin Colour Modelling and Viola& Jonesagorithm. Theexperiment isdone on avideo of 50 secrandomly taken
from*Youtube’ [18]. Framerate of video is 10 FPS. Sampling of 1 out of 5 frame isdone and finally we have 100
framesto process. Each of theseframes has one or more than oneface. Theresultsare shownfor detecting human
face using both the techniques.

Framesinfirst row of figure 1 arethe original video framestransformed in HSV space and framesin next row
showsthe detected facesin corresponding framesin HSV space. The percentage of face detected either frontd or
tilted ispresented intable 1. Theresult intableis shown for randomly selected 10 frames.
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Fig. 1. Skin colour modelling in HSV space for face detection.
Tablel. Facedetected in HSV domain skin colour modelling

Frame  Number Number Total % of frontal % of tilted % total face
No. Frontal face Tilted face face face detected face detected detected
1 2 1 3 50 100 100
3 1 4 66.67 0 50
13 2 2 4 50 50 50
25 3 1 4 33.33 0 25
34 3 1 4 33.33 100 50
46 3 1 4 66.67 0 50
53 2 2 4 50 50 50
61 0 4 4 100 75 75
75 1 3 4 0 100 75
89 2 2 4 50 50 50

Fig. 2. Skin colour modelling in YCbCr space for face detection.
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Framesinfirst row of figure 2 aretheoriginal video framestransformedin’Y CbCr space and framesin next
row showsthe detected facesin corresponding framesin'Y CbCr space. The percentage of face detected either
fronta or tilted is presented intable 2.

Table2. Facedetected in YCbCr domain skin colour modelling.

Frame  Number Number Total % of frontal % of tilted % total face
No. Frontal face Tilted face face face detected face detected detected
2 1 3 100 0 66.67
9 3 1 4 66.67 0 50
13 2 2 4 50 0 25
25 3 1 4 33.33 0 25
34 3 1 4 66.67 0 50
46 3 1 4 66.67 0 50
53 2 2 4 50 100 75
61 0 4 4 100 75 75
75 1 3 4 0 100 75
89 2 2 4 50 100 75

Fig. 3. Face detection using Viola-Jones Algorithm
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Framesinfirst row of figure 3 arethe original video frames and framesin next row showsthe detected faces
in corresponding framesafter applying Viola-Jones algorithm. The percentage of face detected either fronta or
tilted ispresentedintable 3.

Table 3. Facedetected in video using Viola-Jonesalgorithm.

Frame  Number Number Total % of frontal % of tilted % total face
No. Frontal face Tilted face face face detected face detected detected
2 1 3 50 0 66.67
9 3 1 4 100 0 75
13 2 2 4 100 0 50
25 3 1 4 66.67 0 50
34 3 1 4 66.67 0 50
46 3 1 4 66.67 0 50
53 2 2 4 100 0 50
61 0 4 4 100 25 25
75 1 3 4 100 33.33 50
89 2 2 4 100 0 50

The above shown resultsillustrated intable 1, 2 and 3, for face detection are compiled and analyzed for
finding the performance of these approaches. The performanceismeasured intermsof TPR, FPR and Accuracy,
whichare caculated by following equations.

TPR = TP/(TP+FN) (6)
FPR = FP/(FP+TN) @)
Accuracy = (TP+TN)/(TP+FN +TN + FP) ©)

Where TR, FP, TN & FN are defined in compliance with problemas,

TP — isnumber of framesin whichface detected when actually it is present

FP — isnumber of framesin which face detected when actually it isnot present

TN — isnumber of framesin which face not detected when actually it isnot present
FN — isnumber of framesin which face not detected when actually it is present

Table4. Comparativeanalysis of facefeaturebased detection techniques

Performance Skin color modeling Skin color modeling Viola-Jones
Measures in HSV in YCbCr algorithm
TPR 0.50 0.53 0.434
FPR 0.53 0.65 0.064

Accuracy 0.49 0.47 0.59

Fromtheresultsof table 4, it can be concluded that Viola-Jones algorithm has accuracy than skin colour
modélling but till theresults of table 3 derive animportant concluson that the percentage of tilted (or rotated) face
detected islesser in Viola-Jonescompared to skin colour modelling. The graph for above performanceresultsis
showninfig4. Few facts of analysisfinaly derived are discussed in next sub-section.
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Fig. 4. Performance measurement of the analyzed techniques.

4.1. Result Analysis

TheViola-Jonesalgorithm outperforms Skin colour modellingin following cases:
1. When the background has skin colour objects, so the skin colour modelling will have very high FPR,
whileViola-Joneswill be unaffected.
2. Viola-Jonesagorithmworksfaster than skincolour modelling.
3. Viola-Jonesalgorithm hashigher accuracy and TPR than skin colour modelling
The Skin colour modelling outperformsViola-Jonesalgorithmsin following cases:
1. If thehumanfaceistilted at anangleor the sdeof thefaceisvisible, then Viola-Jonesfailsto detect it
while the Skin colour modelling succeeds.
2. Skin colour modelling can detect a person even with the back view of the personwhile Viola-Jones needs
afully visbleface.
3. Skin colour modelling worksbest with background having non-skin colour objectswith at least some part
of skinbeing visible while Viola-Joneswould not be ableto detect ahuman being just by some part of
human body being visible.

5.CONCLUSION

The conclusion drawn from the analysis done in this paper reveals certain interesting facts. One class of
agorithm standsgood at some design congraintswhile second isgood for other constraints. The application where
human being hasfrontal and clearly visibleview thenViola-Jonesagorithmissuitable. Example of such an gpplication
could be auto video recording of someinterviews. Detection in this casewill even not be effected by background
object colours. But if thegpplicationisof type survelllance a public placeswhere personsmoving are not intentiondly
looking at camerai.e. faceisnot infrontal view, then skin colour modelling is better. Abovethese, if demerits of
these techniques can be used asmerit of other and some hybrid solutionisderived then it will beamore accurate
and constraint free solutionto human detection problem based onfacefeatures.
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