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Abstract: Success of a software project largely depends on the solution to the well known stopping rule problem. If 
a product is released too soon with inadequate testing, it might lead to dissatisfaction of the customer due to poor 
quality of the software. On the other hand, an organization may not be able to carry out too much of testing, due 
to high cost and signifi cant impact on Time to Market (TTM), a critical component in software projects. Hence, 
it is essential to determine the optimal release time for the Software under Test (SUT).  Extensive research has 
been carried out with respect to release time determination. We present a review of different software release time 
determination methodologies with brief details on the criteria considered in each one of them. The software industry 
may choose an appropriate technique, to determine release time, so as to improve the success rate of the project with 
confi dence.
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1. INTRODUCTION
In the Software Development Life Cycle (SDLC) testing is an important phase. It consumes a major portion 
of the software development expenses. While it is essential to remove faults, exhaustive testing covering all 
possible inputs and paths in a large system is not practical, considering the related efforts and the cost involved 
in it.  Therefore when to stop the testing is a critical decision to be taken for every software development 
project. The software development team has to determine whether the testing should be extended or not and 
this is termed as “Stopping rule problem” [1,2,3,4]. Optimum testing time should be determined to solve this 
problem and researchers have proposed different criteria for this. In this paper, we discuss on some approaches 
that address this optimization problem.  

In Section 2, we summarize approaches which consider reliability goals as the criteria for determining 
the release time [5-12]. In Section 3, we present release policies that are proposed based on cost criteria [13-
16]. Section 4 discusses methods which use a combination of reliability and the cost as criteria for determining 
optimal release time [17-22]. Concluding remarks are made in Section 5.
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2. RELIABILITY CRITERIA 

2.1. Faults Remaining in the System as a Criterion 
One approach to fi nd the release time is to depend on number of faults that remain in the product at a specifi c 
time. A decision on stopping the testing is taken when the number of faults remaining in the system is less 
than or equal to the target number of faults.  The model assumes that fault and failure has a direct one-to-one 
relationship. The number of faults expected to be removed is assumed to be equal to the number of failures that 
may occur. Real time software projects defy this rule [23,24]. Also there are cases where a software product 
may contain a large number of faults, but the chances of these faults to cause failures could be relatively small. 
On the contrary, a product may contain only few faults but these faults might be in the areas of the software 
program that are most frequently used, leading to large number of failures. Hence number of faults remaining 
in the system is not a good measure of reliability.

2.2. Failure Intensity Function as a Criterion
Failure intensity is a good indicator of reliability of the software and would be a better choice than the number 
of remaining faults. According to Kapur [25] there is a defi nite and repeatable relationship between reliability 
and failure intensity for any software project.

Failure intensity can be effectively used as a criterion to determine the optimal release time by deriving 
from appropriate Software Reliability Growth Models (SRGM). After eliminating the nth fault, if the estimated 
failure intensity is (n +1) then it should be decided to stop the testing when:  

 λ (n + 1) ≤  λ◦
where, λ◦ is the target failure intensity

2.3. Fault Detection Rate and Types of Debugging
The early SRGM models [26,27,28] assume a constant Fault Detection Rate (FDR) per fault. They assume that 
every fault has the same probability of being identifi ed during the testing cycle. But in reality, FDR is a trend 
based metric and takes different values as time progresses in a Software Development Life Cycle [29]. Also 
assumptions made on the debugging mode by early SRGMs do not hold well in real time scenarios. Some early 
SRGMs consider perfect debugging mode and some consider imperfect debugging to be tightly linked with 
learning phenomenon. In practice, perfect debugging is not always possible and quality of imperfect debugging 
is not related to learning phenomena as most of the software projects have two different teams that are involved 
in debugging and testing and the respective quality measures would vary. To address this problem, Subburaj et 
al.[24] have classifi ed quality of debugging into three categories: imperfect, perfect, and effi cient debugging. 
Number of failures will be same as the number of faults detected only in the case of perfect debugging. In 
the case of effi cient debugging, some faults are detected without causing a failure and hence the cumulative 
number of failures at infi nite testing time may be less than the total number of faults detected. Subburaj et al. 
recommend a NHPP model that describes the learning phenomenon of the testing team and the various patterns 
of debugging. The model demonstrates an improved Goodness of Fit (GoF) catering to all patterns of variations 
of failure intensity function. These models have good predictive validity and hence can be used for taking an 
objective decision to stop the testing.

2.4. Conditional Reliability
Testing reliability is in fact conditional reliability. For instance R(x | t) means that the software was repaired and 
was working with a reliability of 1 at the time t and we wish to fi nd out the reliability at (t + x) units of time. In 
this case we can stop testing when R(x | t)  R0, where R0 is the target reliability.
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2.5. Sensitivity analysis of release time
Probabilistic models are used for predicting the reliability level achieved. Most of the results assume that 
parameters of the model are clearly defi ned. In practice, depending on the information that is available at the 
particular point of time, these parameters are estimated. In most of the cases, only limited information will be 
available and hence the parameter estimates may not be accurate. It is essential to know how these estimated 
parameters could infl uence the decisions on the software release. Since parameter values would change with 
the availability of more information, change in some parameter values may be highly sensitive for determining 
the software release time. If the release time is more closely infl uenced by a specifi c parameter, immense care 
should be taken to estimate the respective parameter with high level of accuracy. [30,31,32,33]  

3. COST CRITERIA
Okumoto and Goel suggested a simple cost model [17]. At a specifi c testing time T, the optimal release time 
can be determined by minimizing the “total cost function” that is estimated. Thereby, optimal failure intensity 
at release time can be given expressed as:

 λ (T) = 3

2 1–
ct

ct ct
where ct1  =   cost estimated for removal of fault in the testing phase

 ct2  = cost estimated for removal of fault in the operation phase

 ct3  =   cost estimated for the software testing per unit time 
Researchers have proposed various formulations of cost components. The above listed three parameters 

are the regular cost components that are used by most of them. Additional components are identifi ed and added 
to this generalized cost function model to help on the release time determination. 

3.1. Testing-Effort and Test Effi ciency
By running more test cases we can ensure that the software reliability increases. But testing with ineffective test 
cases may lead to an undesirable increase in the cost. If additional faults are to be detected during the testing 
cycle, the project might require more experienced test engineers or more advanced testing tools. Test Engineers 
generally rely on automated techniques or tools for detecting additional faults during the testing cycle. These 
tools can be considered as valuable provided they reduce the testing period without affecting the reliability 
goals. Chin-Yu Huang et al.[34,35] recommend a generalized logistic testing-effort function (TEF) using 
which the resource utilization during the software development process can be described. The cost involved 
in procuring new techniques or tools may not be a constant and will take various values over the course of the 
project, based on the performance of the testing system, testing effort (TE) metrics and test effi ciency. When P, 
the additional faults identifi ed in the testing phase is relatively small, the total expected cost will be larger. This 
is because of the cost incurred on developing or procuring new testing tools. As P increases, there is an increase 
in the optimal release time, but the total expected cost reduces. The reason is more faults are being detected in 
the testing cycle, reducing the cost of detecting the faults in the operational phase. When the value of P is the 
same, with varied cost functions, higher the cost functions, lower is the optimal release time.  In order to arrive 
on an optimal release time, software development team has to choose an appropriate policy considering cost, 
effort involved in the testing and the effi ciency of testing cycle. 

3.2. Cost of detecting and debugging a fault
Most of the software reliability models assume that the debugging process is perfect and a fault is debugged 
immediately after it is identifi ed. According to Gokhale et al.[36] the time needed to debug a fault is also 
a critical parameter to be considered for any software development project. In practice, resolving a failure 
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involves two major steps. Fault detection process is the fi rst step when a change request is raised and the 
fault causing the failure is diagnosed. This is followed by the debugging process when the respective fault is 
removed. The numbers of faults debugged at a given time are lesser than the number of faults identifi ed. For 
determining optimal release time it is important to consider the cost involved in both the fault detection and 
fault removal process. 

3.3. Scheduled Delivery Time
While arriving on the optimal release time for software, it is important to consider the uncertainty involved in 
determining the total cost.  If an organization fails to release software at the scheduled delivery time, it incurs 
additional cost as penalty cost. Yamada et al.[37] propose a model to determine the expected penalty cost in a 
project due to delay in software release. This helps in minimizing the risk and on arriving with better estimates 
on the total cost of the project. 

4. COMBINED CRITERIA – COST AND RELIABILITY
Quality of software is usually decided by the effectiveness of the testing cycle. If more time is spent on testing 
with appropriate testing resources, more errors can be removed and software with good reliability metrics can 
be released. However, organization may not be able to invest such huge time on the testing cycle as it directly 
affects the cost. In contrast, reducing the testing time for saving the cost increases the risk of releasing an 
unreliable product to the customer. Hence it is important to determine the release time considering both cost and 
the reliability requirement of the software system. 

Zhao and Xie [38] propose a general method to obtain the optimum release time depending on both the 
reliability and cost factors, which considers two parameters as below

1. The time when the expected cost is minimized

2. The minimum time when the reliability reaches a required level

It may be noted that Subburaj[39] and Musa[40] recommend failure intensity instead of reliability in the 
above criterion.

4.1. Fuzzy Environment
In most of the scenarios, determining release time using these classical optimization methods need well defi ned 
criteria. However real time system environment is not deterministic and there is always an uncertainty related to 
some parameters. Recent research recommends fuzzy environment to be used for determining optimal release 
time [41,42]. Most of the release time models obtain cost and reliability coeffi cients based on various factors 
which are not deterministic. Components of cost function rely on dynamic factors like the test approach, test 
setup, team composition and competency of testing resources. Due to high attrition rates in the software industry, 
team composition changes more frequently, leaving ambiguous information for the decision makers. Fuzzy 
environment provides a chance for subjective computation of the model parameters. Kapur et al.[42] have 
formulated release time determination problem considering cost and reliability goal by defi ning it using fuzzy 
functions. The problem defi nition considers the dual objectives; reduction of cost and failure intensity. The 
defi ned “fuzzy cost function” includes the uncertainty in the failure cost during operational phase, considering 
the reliability goal. 

4.2. Pre and Post Release Testing Phases 
It is a common phenomenon to release the software earlier and continue with the testing after release until the 
testing team is sure of the software reliability. Software industry now considers the testing in two phases; pre-
release and post-release testing. Kapur et al.[43,44,45] propose a model considering this post release testing 
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phase when an organization focuses on the remaining software faults to improve the product experience for the 
customers. Software fi xes are made available to the user between two successive releases. The errors which 
were missed in the pre-release testing phase of the software are detected and corrected during the post-release 
testing phase and the fi xes are made available to the users as patches. 

5. CONCLUSION
Different software projects may need to follow different approaches to determine the release time. Some software 
projects have a reliability requirement that needs to be met for the product to be released. For some other projects 
the organization likes to obtain the release time based on the cost-benefi t analysis. There are also cases where 
the optimal release time determination is driven by both reliability and cost requirements. In this paper we have 
summarized related approaches which an organization may study and apply to determine an optimal release 
time for the software system. The traditional models as well as recent ones which consider the current trends 
in software industry are discussed and analyzed. The review may be neither comprehensive nor complete. The 
software release time determination problem is undergoing extensive research in the last few decades and new 
approaches are evolved as a continuous ongoing process. Size and nature of the system being developed, the 
environment in which the system is deployed and the effectiveness of the resources utilized during testing cycle 
are the driving factors for decisions on the release time of the product. Industry professionals should choose 
an appropriate approach for determining software release time based on these factors in order to increase the 
success rate of their project and enhance customer satisfaction.
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