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ABSTRACT

The Asynchronous FIFO isafirst-in first-out memory queue that achieves synchronization of read clock domain
and write clock domain with the help of handshaking signals, Overrun and Underrun conditions. This being an
asynchronous FIFO is used to pi pe the data from write domain to read domain working at different frequency. So
the read and write pointers need to be synchronized, in order to generate the Overrun and Underrun status flags.
Thispaper detail sthe novel architecturefor designing the Overrun and Underrun flag generation with the help of
“Previous Operation”, usage of gray code converters and synchronization mechanism with help of dual flop
architecture. The FIFO architecture that i s specified in this paper isimplemented as configurable sub-system and it
can bereused asan | Pfor any System-on-Chip (SoC) designs. Theentire design isimplemented using synthesizable
Verilog RTL Code and verified with Cadence NC ssimulator.
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1. INTRODUCTION

As discussed earlier, FIFO stands for first-in first-out and it is used to transfer the data by achieving
synchronization [1]. In this paper an asynchronous FIFO is designed with novel architecture in which the
synchronization is done using a gray code mechanism. In general, we have two characterizations in FIFO
and they are

1. Synchronous FIFO
2. Asynchronous FIFO

In a Synchronous FIFO a solitary clock is used for reading data from memory and for composing data
into memory i.e. read and write operations are performed using a single clock while in Asynchronous FIFO
a separate clock is utilized for reading data from memory and a separate clock for composing data into
memory[2]. |.e. Two clocksare required for read and write operations. Each clock has a separate frequency.
Generally as per the prerequisite of the passage of data the user chooses the frequency. Every FIFO has a
different architecture, but this paper details novel architecture that uses a signal “previous_operation) to
generate the Overrun and Underrun conditions and a gray code mechanism in synchronization in order to
reduce the switching activities, aswell as power consumption while preventing the design from undergoing
metastable condition [2].

2. SCHEMATIC SYMBOL OF ASYNCHRONOUSFIFO

Figure 1 shows the schematic symbol of an Asynchronous FIFO. All the signals that were shown are the
port level signals and the input signals are:
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As mentioned earlier we use separate clocks for read and write operation, wr_clk and rd_clk are the
clocks that are used for write and read operation accordingly. The signal reset is for resetting the datafrom
all the storage elements and the data that is present in the memory is flushed out once areset signal is given
i.e. the whole data will be read from the memory and then it istaken to aknown state. Data inisthe signal
through which we are sending the data. FIFO_full and FIFO_empty are the status flags, based upon these
signals the user will request either read or write operation [3].

wren ——)|

rden ——

data_in — Asynchronous j d;ta_uut
1 verrun

wr_ck —— FIF0 [ Underrun

rd ck ——

st —

Figure 1: Asynchronous FIFO schematic symbol

3. ARCHITECTURE OF ASYNCHRONOUSFIFO

This paper details a versatile architecture which differentiates this FIFO design from the other designs. As
a good design, every RTL design should be comprised of mux’s and flip-flops. This paper discusses the
architecture that is designed only with the help of mux’s and flip-flops. The soul of this architecture is the
last operation mechanism.

3.1. Read and Write Pointers of Asynchronous FIFO

* To understand FIFO design one should first study about the read and write pointersin a FIFO asthe
whole operation is dependent on these pointersitself. Instead of shifting the datathat isto be read
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Figure 2: Architecture of Asynchronous FIFO

or written from one address location to another, it is better to consider pointers and shift them
accordingly. So that a lot of circuitry and complexity will be reduced and this makes an efficient
design. These pointersaddressthe memory location. I nitially the read and write pointersareinitidized
and then onwards according to the assertion of rd_en and wr_en signal the read and write pointers
areincremented. After completion of read or write operation theread or write pointer will immediately
pointsto the next addresslocation. If the number of addresslocationsis“n”, after addressing all the
locationsthe pointerscometo theinitial state depending onthe enable signals. If datais continuously
written into memory and no read operation is performed then the write pointer will come to the
initial state and will retain in the same state even if write enable signal is asserted, the same thing
happens with the read pointer too.

* For a synchronous FIFO the underrun and overrun flags can be generated by using a counter that
counts the number of continuous writes, continuous writes and simultaneous read, write operations
[4] adong with the previous operation.

* InAsynchronous FIFO design it is not possible because here two different and asynchronous clocks
are used which would be essential to control the counter. So, in order to determine those conditions
read and write pointers are to be compared along with individual previous operation for write and
read as they operate at different frequencies.

3.2. Gray Code Converters

Gray code converter is used for reducing the mean time between failures. The other characteristic of gray
code comes when representing successive binary numbers, reflecting only one-bit change for each increment
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Figure 3: Gray code sequence

in binary values, thus reducing the switching activity and hence power [4]. The lower switching activity
also accomplishes less glitch formation, thus reducing any metastability.

The importance of reducing the metastable condition comes when comparing the two pointers
(representing 5-bit read and write addresses). By reducing the number of transitions the possibility of
interpreting asignal trangitioning from 1 to O or 0to 1 as 1'sand O’'s respectively by the combinational logic
(xnor gate as an equivalency check) will become easier.

3.3. Synchronizer

Overruniscritical for write operation and Underrunis critical for read operation. Full and empty conditions
arecritical for write and read inhibition respectively. Overrun and Underrun conditions are generated based
on the read and write pointers position. Being an asynchronous design read and write operations increment
respective pointers with different clock speeds. Synchronization is implemented by reading the gray code
write pointer with read clock domain and viz.

Hence, there’s a need for synchronizing the gray code write pointer with read clock and gay code read
pointer with write clock.

Figure 4 depicts the synchronization mechanism. In general, a 1-bit datais synchronized using two flip-
flops. The write data is synchronized with the read clock and the read data will be synchronized with the
write clock. By following this mechanism read and writes clock signals are synchronized.
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Figure 4: Synchronization mechanism
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3.4. Generation of Overrun and Underrun Conditions From Asynchronous Pointers

* The Overrun and Underrun signals are intended to prevent overflow and underflow conditions i.e.
requesting awrite even after FIFO isfull, might overwrite the data also requesting aread when FIFO is
empty resultsin error so to prevent these errors the status flags are very crucial.

* When Overrun (when write pointer equals the synchronized read pointer , the last operation should
be write) flag is asserted the total memory locations are filled with data and there are no free
locations to write any further data, so no write operation is done. When there’s Underrun (when
read pointer equals synchronized write pointer, the last operation should be read) condition all the
datais read out from the memory and the FIFO is devoid of any new data, so no read operation is
done[5].

3.5. Working of Asynchronous FIFO

» The read or write operation is done according to the user request , when the user requests a write
operation datais loaded into the memory and the location will be specified by the write pointer . When
the user requests for aread operation the data that is loaded into the memory isread out. The read and
write pointers keep on incrementing until it reaches the last location and again the pointers come to
initial location. This being a FIFO the first loaded data will be read out first and so on.

* The memory specified in this paper can address “n” locations and of m-bit wide data. When the user
requests for continuous write operation and no read operation the memory will load data until al the
“n” locations are filled and then it remains in the same state i.e. it preserves (Overrun condition), until
read enable signal is asserted [7].

» If the memory is completely filled and the user requests for aread operation, the data will be read out
until there remains no data in the memory. Even the user requests a read operation, the FIFO asserts
Underrun signal and the circuit preserves the state. When there occurs read and write operations
simultaneoudly the data that is composed into the memory first will be read out first.

» The pointers will look after the addresses, to which address of the memory the data is to be sent and
from which address of the memory the dataisto be read [6].

From figure 2 it’s clear that the full and empty statusflags are generated by previous operation logic and
comparison of gray code pointers using a comparator after synchronization of the read pointer with write
clock and viz. The counter used in this design is an n-bit counter and the comparison between the read and
write gray code pointersis done as follows:

* If the pointers are equal and previous operation is write, then Overrun flag is asserted.
* If the pointers are equal and previous operation is read, then Overrun flag is asserted.

4. SIMULATION RESULTS

Simulationisbeing carried out on Cadence NC Simulator, using Verilog as ahardware description language.
Different test cases are used to verify the Asynchronous FIFO functionality [8][9].

Figure 5 showsthat Overrunflag is asserted asthere’s no datainitially loaded into the memory and after
write enable is requested there is a continuous write operation and no read operation requested until the
FIFO depth is completely filled hence, Overrun flag is asserted. We can find that once the data is loaded
into memory thereisade- assertion of Underrun flag. After read operation is requested we can observe that
there's de-assertion of Overrun flag. Simultaneous read and write operations are also depicted in Figure 5.
Hence, Asynchronous FIFO functionality is verified [10] [11][12].Figure 6 shows that Underrun flag is
asserted when the FIFO is read out completely and there is no data.
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Figure 6: Underrun Flag generation
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In this paper, a versatile strategy to implement a rapid Asynchronous FIFO using gray counter
synchronization and with the help of previous operation is depicted. In this design the gray counters uses a
comparator along with the previous operation for the generation of Overrun and Underrun status flags.
This being an Asynchronous FIFO alot of effort is required to design and meet the timing and frequencies
of the read clock with thewrite clock and viz. This architecture also overcomes the problem of metastability
and mean time between failures by using Gray code counters. Continuous writing of data into memory,
continuous reading of data from memory and simultaneous reading and writing of data from memory are
verified with different test cases. All these test cases are verified using Cadence NC Simulator.
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