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ABSTRACT

In the E-commerce world, recommender systems are becoming increasingly popular. Collaborative Filtering, one of
the most successful approachesin building Recommender Systems uses ratings/preferences expressed by a group
of userswho aresimilar tothe target user, based on some agreement. The main objective of using their ratingsisto
predict ratingsfor items not seen by thetarget user and to recommend itemsthat thetarget user islikely to buy. In
this paper, we present a brief discussion on how recommendations/predictions are generated in Collaborative
Filteringand its challenges. Wethen present two types of Collaborative Filtering techniques namely Memory-based
CF and Model -based CF, and two efficient representative algorithmsfor each type. The a gorithms presented for
Memory-based CF are User-based and I tem-based and for Model-based CF are Tendency-based CF and Regul arised
Singular Value Decomposition. Finally, we attempt to present a discussion on comparison of al these algorithms
based on their prediction accuracy, computational efficiency, and ability to tackle challenges such as data sparsity,
scalability, cold-start problem, and so on.

Keywords: CollaborativeFiltering, Memory-based CF, Model -based CF, User-based CF, Item-based CF, Tendencies-
based CF Method, Regularised Singular VValue Decompasition.

1. INTRODUCTION

Recommender systems have gained importance ever Snce E-commerce Stescameinto exisence. They implement
the natura socid process of giving recommendationsfrom other people by word-of-mouth. Literally speaking, a
systemwhich enthusiasticaly recommends aproduct to purchase, aserviceto subscribe, or amovieto watch and
so forth can beregarded asarecommender system. They are classified into the following categories.

Content-Based Filtering storesfeature description about eachitemto be recommended. Thisinformation
will beused to recommend itemssimilar to those previoudy viewed or purchased by the user, based onhow similar
certainitemsareto each other or the smilarity with respect to user preferenceq 1].

Collaborative Filtering predictspreferencesthat auser islikely to give based on preferenceinformation from
many sSmilar users. The fundamental assumption that the collaborativefiltering workswithis, if two personsP and
Q havesameinterest about anitem, then Pismorelikely to havethe sameinterest asQ about adifferent itemx than
to havetheinterest of arandomly chosen person.

Hybrid Recommendationapproaches combine Content-based filtering and Collaborativefiltering, using the
users preferences, user and iteminformation. Such Hybrid systems have better prediction accuracy than Content-
based filtering and Collaborativefiltering systemstaken done.

Inthispaper, we present two subtypes of Collaborative Filtering Approach such as Memory based CF and
Model Based CF. Representative algorithmsfor each type are also presented aong with their advantages and
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disadvantages. The paper isstructured asfollows. Section 2 briefly describesthe formulation of CF problem, types
of CF, challenges faced by CF, and metricsused for evaluating the performance of CF. In Section 3, we present
how predictions are generated in Memory-based CF, and the algorithms for User-based and Item-based CF.
Section 4 focuseson M odel-based CF and itstwo efficient representative algorithms namely Tendency Based
Collaborative Filtering Method and Regularised Singular Value Decomposition. The heart of thispaper liesin
Section 5, becauseit attemptsto present adiscusson on comparison of al four algorithms presentedin Section 3
and4 intermsof their predictionaccuracy, computational efficiency, and ability to tackle challengessuch asdata
parsity, scaability, cold-start problem, and so on.

2. COLLABORATIVEFILTERING

CF gpproaches use alarge collectionof ratingsor preferencesfor items given by usersto predict what productsa
new user would like. Inatypical CF approach, thereisalist of musers{u,, u,, ..., u } and alist of nitems
{i,i,...,i}, andeachuser, u, hasalist of items, lu, rated by him,or their ratings/preferences have been
obtained throughtheir behaviours. The preferencesabout items can beather explicitly collected from users(numericd
rating on ascale 1-5 or binary rating aslike/didike),or implicitly derived from data sources such as purchase
records or weblogs, thereby making use of the data collected for other purposes[2].

Asafirg step in CF, thelist of usersand theitemsthey rated can be converted into auser-item ratings matrix
(Table 1), inwhich user U, isthe active user to whomwe want to make recommendations. There are missing
vauesinthe matrix where usersdid not givetheir preferencesfor certainitems. Here, the problem of CF canbe
formulated asthe problem of predicting missing valuesin user-itemmatrix. Sometimes CF can also recommend
Top-N itemsto theactive user i.e., aset of N top-ranked itemsthat will be of interest to the active user.

Tablel
User-ltemMatrix

1 2 3 4
U, 5 2 5 4
U, 2 5 3
U, 2 2 4 2
U 5 1 5 ?

EN

CF approachesare expected to be cgpable of dealing with highly sparse datasets, scaling with the extended
numbers of usersand items, making accurate recommendationsin ashort span of time, and dealing with other
problemslike synonymy, shilling attacks, datanoise, and privacy protection problems|[3].

Memory-based CF methodsusethe user rating datato determinethe smilarity between usersor itemyneighbour-
hood based methods) and make predictions or recommendations according to Ssmilarity valuesdetermined [4].
Thismemory-based CF iswidely deployed into commercial systems because of their ease of implementation and
high effectiveness. But, memory-based CF behaves inefficiently when the dataset is sparse. Model-base CF
methodswereintroduced inorder to overcomethis shortcoming of Memory-based CF methods. Unlike Memory-
based CF methods, modd-based CF methods usea part of thedataasatraining set to build amodel and thenthe
built model isused to makethe predictions[5]. The Taxonomy of Collaborative Filtering Approachis presented in
Figurel.

2.1. Challengesfaced by CollaborativeFiltering

Generally, arecommender system giving high quality recommendationswill attract the customers interestsand
bring benefitsto companies. Providing high quality and accurate recommendations heavily dependson how CF
addresses certain challenges.
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Figure 1: Collaborative Filtering Taxonomy

a DataSparsty: Theuser-itemmatrix used inCF systemsisexceedingly sparse. Hence,producing high quality
predictions or recommendationsis achalenging task. Dataspardity appearswhenanew user or item has
just entered thesysem. Inthisoccasion, it isdifficult to find the smilarity between newly entered user/item
and existing ones. Thisstuationisreferred to as Cold-Sart problem. The situation in which, the number
of users' ratingsisvery lesscompared to the number of itemsistermed as reduced-coverage problem.

b. Scdahility: A CFdgorithmwith tensof millionsof cusomers(m) and millionsof distinct items (n) possesses
the complexity of O(n), which is aready too large. Many systems need to immediately make
recommendationsfor all usersirrespective of their purchase activities, which demandsahighly scalable
CFsystem|[6].

c. Synonymy: Synonymy refersto astuation of anumber of smilar itemsto have different namesor entries.
CF sysemsare unableto find the relationship between themand hencetreat them differently. For example,
“children movie” and “kids movie” areinfact same but seemsto betreated differently by CF.

d. Gray Sheepand Black Sheep: Gray sheep refersto the userswhose opinionsdo not consistently agree or
disagree withany group of peopleand thus do not benefit from collaborativefiltering [ 7] .Black sheep are
the opposite group whose idiosyncratic tastes make recommendations nearly impossible [ 7].

e. ShillingAttacks: InaRecommender sysemwhere anyone can provide recommendationsirrespective of
his/her purchase behaviour, people may give good number of positive recommendationsfor their own
productsand alot of negative recommendations for their competing products.CF systems should be
cautious enough to prevent thiskind of phenomenon from occurring.

2.2. Evaluation M easures

Oneof themost important evaluation metricsis accuracy. With accuracy we can measure how well arecommender
system gives predictions'recommendations. Accuracy is measured by means of Mean Absolute Error (MAE) or
Root Mean Squared Error (RM SE).

MAE =23 [p, 1,

u,i
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RMSE=J%Z(pU,i -1,

wherep,;andr . arethepredicted and observed rating for user u and itemi, respectively.

Other evauation metrics are Coverage (A measure of percentage of item for whichaRecommender system
can give predictions'recommendations) and ROC-Sensitivity (A measureof the diagnogticpower of aRecommender
system).

3. MEMORY-BASED COLLABORATIVEFILTERINGALGORITHMS

CF dgorithmsthat usethe entire or asample of the user-item database to generate a prediction/recommendation
are called Memory-based CF algorithms. For these dgorithmsto work every user should beapart of agroup of
peoplewithsmilar interests. Prediction/Recommendationfor an active user canbe generated by identifying the so-
called neighbours. This neighbourhood-based CF dgorithm usesthefollowing steps:

Step1: Smilarity Computation

Thisstepisto calculatethe smilarity or weight, W, whichreflectscorrelation, or weight, betweentwo
usersor two items, i and j. Different methodsto compute similarity are given below.

For User-based CF, Pearson correlation betweentwo usersu and vis

z iel (ru,i - ru)(rv,i - IT\/)
VV”"’ - 2 2
NSRRI oy SR (A

wherethei e | summationisranging over theitemsthat boththe usersuand v haverated and 7 isthe
averagerating of the co-rated items of the u™ user.

For Item-based CF, the set of usersu € U who rated bothitemsi and j, then the Pearson Correlation
will be

Z ueu (ru,i - r_i)(ru,j - rj )
Wi = 2 2
\/Z uel (ru,i - r_|) \/Z ueU (ru,j - ITJ)

wherer istherating of user u onitemi, r, isthe average rating of thei" item by those users.

If Risthen x muser-item matrix, then the similarity betweentwo items, i and j, isdefined asthe
cosine of the n dimensional vectors corresponding to theith and j* column of matrix R.

Vector cosine smilarity between itemsi and j isgiven by
- iej
. =coglI, =TT
Rl 1
where“e” denotesthe dot-product of thetwo vectors.
Step 2: Producing Predictions

Predictions/Recommendationsfor the active user isproduced by taking theweighted averageof dl the
ratingsof theuser onacertainitem, or usng asmpleweighted average[8]. Thetop-N recommendations
canbegenerated by finding thek most smilar usersor itemsafter finding the smilaritiesbetweenitemsor
users, and then aggregation of the neighboursisdoneto get thetop-N recommendations.



A Study and Analysis of Collaborative Filtering Algorithms for Recommender Systems 131

To generate arecommendation for the active user, a, onacertain item, i, we cantake aweighted
average of dl theratingsonthat itemasfollows[9]:

Pa- _ r—a Z ueu(ru,i - ru)'vvayu
" 2 W

Thesimpleweighted average can be used to predict therating, P, for user uonitemi isgiven below

[8]

Z neN ru,nvvi,n
Z neN Vvi,n

wherethe summationisranging over all other rated itemsn e Nfor user u, w isthe weight between
itemsi andn, r_istherating for user uonitemn.

Pu,i =T,

Thefollowing section presentstwo representative algorithmsfor User-base CF and Item-based CF
eachfor one.

3.1. User-based CFAIlgorithm

User-based algorithmsfind other userswhose past preferencesare similar to that of the active user and use their
preferenceson other items, to predict what the active user would like. The agorithm for User-based CFisgiven

below.

Algorithm 1 User-based CollaborativeFiltering

1 Input: User-ItemRating matrix R

2 Output: Predictionof anltemthat theActive user uwould like

3 Const v: Maximum number of usersin N(u), the neighboursof user u

4 For eachuser uDo

5 Set N(u) to thev usersmost similar to user u
6 For eachitemi that user u has not rated Do
7 Calculate the Weighted Combination of ratings givento itemi by neighbours N,(u)
8 End
9 Recommend to user u theitemwiththe highest predicted rating P,
10 End

Similar usersare obtained by usng asmilarity function asdescribedin Section 3

3.2. Item-based CFAIlgorithm

Item-based CFisone of the most widely deployed Collaborative Filtering techniquestoday. Asits name determines,
Item-based CF uses similarities between therating patternsof items, instead of using similarity between users.
Item-based CF algorithmswill only recommend thoseitemsthat are smilar to the itemsthat theactive user have
purchased or viewed in past.
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Algorithm 21tem-based CollaborativeFiltering

1 Input: User-ItemRating matrix R
2 Output: Predictionof anltemthat theActive user uwould like
3 Congtj : Maximumnumber of itemsin N(i), the neighbours of itemi
4 For eachitemi Do
5 Set N(i) to thej itemsmogt similar to itemi
6 For each user u that hasno rating for itemi Do
7 Calculate the Weighted Combination of ratingsof user uinneighbours N, (i)
8 End
9 Recommend to user uanitemwith the highest predicted rating Pui
10 End

4. MODEL-BASED COLLABORATIVE FILTERING
ALGORITHMS

Inthe context of redl-time recommendations operating on very large data-sets, the Memory-based CF approaches
are not fast andnot as scalable as how we would like them to be. In Model-based CF approaches, amodel is
designed and developed to usethetraining dataset (apart of the dataset) to producethe predictions. The developed
model isthenused to makeintelligent predictionsfor the Collaborative Filtering tasksfor test dataor real-world
data. A lot of approaches canbe made use of to build themodd. Someexamplesare: Singular Value Decomposition
(SVD), Principal Component Analysis (PCA), Latent SemanticAnalysis(LSA), Latent Dirichlet Analysis(LDA),
Stochestic Gradient Descent (SGD) and Alternating Least Squares (AL S),Bayesian Networks, Clugtering methods
and Association Rule-based methods| 3].

Amongst all theM odel-based CF approaches mentioned above only two modelsaretaken into congderationin
this paper. Theselection of those two algorithmsispurely based on the ability to deal with different challenges
highlighted in Section 2.1, the quality of prediction/recommendation and the computational complexity. Thefirst
Model-based approach chosenis Tendencies-Based Collaborative Filtering Method(TBCFM). Thismode was
chosen becauseitserrorsarelessvisible to the user than those committed by other agorithms, asit provideshigh
accuracy for therelevant itemsand theitemsit recommendsarelikely to be purchased. The computational time
complexity of Tendencies-based CF approach is better than other Model-based CF approaches[10,11]. The
second Model-Based approach chosen for this paper is Regularised Singular Value Decomposition (RSV D).
RSV D approach presents better results under sparse conditions and it clearly outperformsthe accuracy and
precison of all memory-basedapproacheq 11].

4.1. Tendencies-Based CF M ethod Algorithm

Cdculating the amilarity between items/usersrequiresagreat amount of information asit isarather complex task
[11]. Asaconsequence, similarity based adgorithmsface serious problems. The Tendencies-based CF dgorithm
doesn't look for relations between users or items but looks at the difference between them. Congdering thefact
that the users evaluate the items differently, this algorithm captures the tendency of the user. The concept of
tendenciesrefersto whetherauser evaluates an itempostively or negatively. Theagorithmfor Tendencies-based
CF approachisgiven beow [10].
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Algorithm 3 Tendencies-based Collaborative Filtering

1 Input: User-ItemRating matrix R
2 Output: Prediction of rating p , that user uwould givefor anitemi
3 For eachuser uDo

Zie|u(Vui _\7|)
4 Calculate thetendency (ub ) of user uusing ub, = T
5 End
6 For eachitemi Do
ZUEUi (Vui - vu)
7 Calculate thetendency(ib) of anitemiusingib, = |U|

8 BEnd
9 For eachuser ubDo
10 For eachitemi Do

1 If ub,>=0&&ib>=0

12 p,=max(y, +ib,v +ub)

13 Else-If ub < 0 &&ib<0

14 p,=min(y, +ib,v +ub)

15 Else-If up <0 &&ib>=0

16 p,=min[max(v, ,(v +ub)o+ (v, +ib)(1-a)), v )]
17 Else-If ub >=0&&ib<0

18 p,=min(y, , ib v , ub )

19 End

20  Assigntherating p toitemi for user u
21 End

4.2. Regularized Singular Value Decompostion CFAlgorithm

Singular Value Decompostionisone of thefactorizationagorithmsfor Collaborative Fitering. Thistype of gorithm
triesto find the features of usersand item, and makes predictions based on these features. SVD doesn't have
regtrictionsonany feature vaue andit iseasy to implement.[ 12] Given aninput rating matrix M of sze m*nwhich
consggsof ratingsof musersand nitems. Low-rank matrix approximation of M using singular value decomposition
givestwo featurematrices corresponding to usersand movies. User feature matrix Pisof sizem* k representsthe
asociativity of auser with k features. Moviefeature matrix Q isof szek* nrepresentsthe associativity of amovie
with k features. To obtain Pand Q, matrix M isdecomposed into three matricesU, S, V. U isam* mmatrix, Sis
am*ndiagonad matrix and V isan* n matrix. Now only thek left most columnsaretakenfromU, k top most rows
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aretakenfromV and only k singular valuesaretakenfrom S. Now P and Q arecaculated asfollows,

P=U~* \/5 , wheredimensionof U ism*k and Sisk*k

Q= +/S*V, wheredimensionof Sisk*k andV isk*n
After obtaining Pand Q, rating of user i for movie| iscalculated asfollows,
Pred(i,j) = dot product of P, and Qj
whereP. isuser feature matrix for user i, Q ismoviefeature matrix for moviej.
Regularized SV D isatechnique used for collaborative Filtering proposed by Simon Funk which includes
regularization constants along with learning rate [ 13]. Unlike SVD, RSV D usesdifferent objective function and

negative gradients.Objective function and negative gradientsare used to updatethefeature matricesPand Q. The
RSV D CFAlgorithmisgiven below.

Algorithm 4 Regularised SVD Collaborative Filtering

1 Input: User-ltemRating matrix R
2 Output: Predictionmatrix P
3 Createtheinput matrix AeR™" fromthe given dataset
4 Find out theindicator matrix | €, {0, 1} ™" that indicateswhich movies arerated by users
5 Alisgivenasinput to SVD to get thefeaturematricesU e R“™and M e R“", where k isnumber of features
6 Cdculatethepredictionmatrix asfollows,
afU™,<0
p(UM)= | atU'™,if0<=U'M<=b-a
bifU'M> L b-a
wherepisthe predictionfunctionwhoseargumentsare U, Mj(feeturevectors). It computestheprediction
valuewhichliesintherangeof (a, b).
7 Calculate the RM SE fromthe obtained prediction matrix P

8 Tooptimizetheerror, usethe partia derivative of the squared error with respect to each parameter U,
and M,
J

Uki(t+1) = Ukit ta* (2% (A” - Pij) * Mkit -B* Ukit)
ki(t + 1) = Mkit ta* (2* (A” - Pij) * Ukit —p* Mkit)
where o isthelearning rate and o isregularization coefficient.
9 Repeat fromstep4 until the RMSE isminimum

5. DISCUSSION

This paper presentsatotaof four algorithms, two for each Memory-based and M odel-based Collaborative Filtering
methods. This section presents acomparative study of all these algorithms based on their ability to tacklethe
chalenges of Collaborative Filtering, accuracy in making predictions'recommendationsunder variousconstraints,
and their computationa complexity.

Memory-based CF dgorithmsarereally smpleto implement for any sStuation, and they are ableto produce
reasonably accurate recommendations It iseasy to update the database, while using memory-based CF algorithms,
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because the entire database isused every timethey make predictions. However, they present serious scalability
problemsgiventhat theadgorithm hasto processdl thedatato computeasingle prediction[11]. Thesedgorithmsare
not appropriate for rea time recommendation systemswith alarge number of users. Furthermore, compared to
modd-based dgorithmsthese dgorithmsare more sengtiveto common problems of recommender syssemsand very
dow inmaking predictions. These dgorithmscannot aso succeed, if amilarity does't exist between items/users.

Onthe other hand, M odd-based CF algorithms can obtain the underlying characteristics of dataset and thereby
extract moreinformation[11]. Congtructing amodel for M odd-based CF approach requiresconsiderabletime, but
oncethemodd ishuilt, it tendsto befaster in making prediction. However, model-based dgorithmsaso present alot
of problems. Many modelsare awfully complex, asthey haveto estimate amassof parameters, and they aretoo
sengitive to changesin data. Sometimes, the developed model may not be ableto fit the real data, thusleading to
wrong recommendations. Many theoretica models cannot bepracticaly gpplied to red data. Moreover, construction
of amodel and updating it inorder to reflect the newly added dataare timeand resource-consuming tasks.

The computationa efficienciesof the gorithmsaregivenbelow inTable 2.

Table2
Computational Efficienciesof CFAlgorithmsSudied

Algorithm Training Prediction

Memory-based CF Algorithms
User-based CF - O(mn)
Item-based CF O(mn?) o(n)

Model-based CF Algorithms

Tendencies-based O(mn) 0O(1)
RSvD O(mnk) 0(1)

m —number of users, n—number of items, k —number of features(only in RSV D)

InTable 2, Complexity of CF dgorithmshas been separated into two parts, training part is corregponding to
the building of the model using thetraining dataset and prediction is corresponding to making asingle prediction.
Creation of amode will be performed only once, whilelarge number predictionswill be made. Generaly speaking
model-based algorithmsare more efficient when computing aprediction, despitethefact that the construction of
themode isconsiderably complex [ 11]. Among many model-based CF dgorithms Tendencies-based CF agorithm
isthemogt efficient, with atraining complexity of O(mn) and prediction complexity of O(1). Thetimerequired to
make predictionsis also much better than memory-based approaches such as User-based and item-based CF
algorithms. In Memory-based CF methods, Item-based CF algorithm performs better than User-based CF
agorithm.Although Item-based CF requiresacomplexity of O(mn?) for training/constructing amode, thetime
complexity for making predictionisonly O(n).

Based onthe study of al presented CF agorithmswewould like to concludethefollowing.

1. Memory-based CF agorithmswork efficiently withrelatively dense matrices, worsening significantly in
presence of data sparsity.

2. Although Modd-based CF algorithms are less accurate than M emory-based CF algorithms under ideal
conditions, they behave better when thedatais sparse.

3. Parallel and Distributed algorithms can be devised for Collaborative Filtering Techniquesto withstand
scalability issues.
4. For dedlingwith challenges such asGray Sheep, Data Sparsity and Shilling Attack, users review comments

can also beconsdered in additionto their ratings. Advanceson opinion mining and Aspect extractionswill
helpusdoit.
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6. CONCLUSIONAND FUTURE RESEARCH

Collaborative Filtering isarenowned and widely used successful Recommendation Technique. However, the
current generation of CFtechniques still requires further improvementsto make predictions/recommendations
more effectively with red-time data. Collaborative Filtering isbeing stressed by huge volume customer datain
existing databasesand even more stressed by increasing volume of information available on the web. Advent of
new technologiesto enhancethe performance of Recommender Systemsand their ahility to takeup certain challenges
isgreatly needed. Inthis paper, we presented the process of how predictions/recommendationsare generated in
Collaborative Filtering techniques. Four representative algorithms namely User-based CF, Item-based CF,
Tendencies-based, and RSV D were studied in order to understand the pros and cons of Memory-based and
M odel-based CF gpproachesand their computational efficiency. Theresult of the study showed that Memory-
based CF algorithmsare smple, easy to implement and producing high qudity predictions, but their performance
will get worsened in case of datasparsity. On other hand, Mode based CF dgorithmswork fine evenwith sparse
data, but construction of amodel isatime and resource consuming task.

Directionsfor future research include devising Pardlel and Digtributed algorithmsfor existing Collaborative
Filtering techniques, incorporating users review commentsto dicit theimplicit ratingsgivenfor different aspectsof
anitem, introducing multi-criteriarating into existing CF techniquesto overcome datasparsity problem, enhancing
exigting CFtechniquesto handlered-time data.
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