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ABSTRACT

Brain-Computer Interface is a technology in which brain wave signals (mostly EEG signals) are used to control
various external devices like computer, wheelchair etc. Studies on BCI technology are more prevalent nowadays
since it seems to be useful as a means of communication for people suffering from diseases like ALS, where brain
wave is the only option for communication with the external world. In this paper BCI algorithm with feature
extraction using regularized CSP and PCA, feature selection, and stacked concept for classification is employed.
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I. INTRODUCTION

The World Health Organisation says that around 15% of the world population suffers from disability (includes
both physical and mental disabilities) [1]. The disability may be caused by various neurological disorders
that can be caused by either due to biochemical causes or due to physical injury to the brain, spinal cord or
nerves. The disabled people find difficulty in communication with outside world especially those with
severe motor disabilities. Brain-computer Interface technology can be a solution for those kind of people
especially those suffering from disorders like brainstem stroke, amyotrophic lateral sclerosis (ALS), high-
level spinal cord injury, and cerebral palsy[2]. BCI has various definitions, of which one that defined by
Wolpaw et al. [3] is as follows: “A BCI is a communication system in which messages or commands that
an individual sends to the external world do not pass through the brain’s normal output pathways of peripheral
nerves and muscles”. The brain-computer interfaces (BCIs) are otherwise called as the brain-machine
interfaces (BMIs) or direct brain interfaces (DBIs) or human-computer interface. Other than its application
as a communication alternative, BCI has various other applications in diagnosis, environment control,
games and entertainment, security and authentication, etc [4, 5]. Hussanien et al. [6] have mentioned
different classifications of BCI: exogenous and endogenous, asynchronous and synchronous. Wolpaw et
al. [3] have mentioned another type of classification as dependent and independent.

BCI system has various stages: brain signal acquisition, feature extraction/selection and last the
classification stage [7]. The preprocessing stages will also be there to remove the external noise and the
artifacts. The BCI technology uses various brain imaging methods to extract the brain activity: MEG, EEG,
fMRI, ECoG, PET [8]. The most commonly used one is the EEG, since it is noninvasive as well as cheaper.
The extracted brain signals can be classified into various types as mu and beta rhythms, event-related
potentials, visual evoked potentials, event related synchronization/ desynchronization, and slow cortical
potentials [9, 10]. The most commonly exploited signals are the sensorimotor rhythms, which are oscillations
in alpha (8-12 Hz) and beta (18-26 Hz) recorded over the sensorimotor areas of brain [11, 12]. The information
contained in these signals, called as features, need to be extracted for which various methods have been
used like CSP, autoregressive model, wavelet transform, ICA, PCA [13, 14]. Then the extracted features
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need to be translated using translational algorithms. The translational algorithms can be either a classifier
or a regression function [15].

Despite its significance, BCI technology faces various problems. Non-stationarity is the most important
problem that degrades the efficiency of the BCI systems [16]. The non-stationarity of EEG signals is due to
the fact that the signals vary with time due to the impact of internal (artifacts) and external noises (due to
equipments). Adaptive methods can be employed to overcome the non-stationarity problem [16, 17]. The
non-stationarity affects the feature extraction stage. At the classification stage the performance gets affected
by problem of curse of dimensionality and bias-variance trade-off. Hence the objective of this experiment
is to find an algorithm that could mitigate these problems.

The rest of the paper is organized as follows. The dataset employed for the experiment is explained in
section II. The proposed algorithm for BCI binary classification is illustrated in section III. Section IV
describes the results obtained in the experiment and section V provides the conclusion and the future works
possible.

II. DATASET

The dataset used here is the BCI Competition IV dataset 2a, which was provided by Graz University [18].
The dataset consists of EEG signals acquired from 9 healthy subjects. For each subject, data collected
consists of four different motor imagery tasks: movement of left hand, movement of right hand, tongue
movement and feet movement. There are two sessions one is for training and the other is for evaluation.
Each session consists of 72 trilas for each task, hence a total of 288 trials. Twenty-two EEG channels and 3
EOG channels constitute the recording montage. The signals were sampled at 250 Hz. It was also
preprocessed. Besides dataset 2a, Graz University provides various other datasets that are useful for BCI
research. The evaluation session consists of unknown cues and is used in the experiment to evaluate the
algorithm. The evaluation is analyzed using the value of kappa coefficient. The kappa coefficient ranges
from 0 (slight or no agreement) to 1 (perfect agreement). The results for the evaluation set are all declared
and are available in the web page http://www.bbci.de/competition/iv/results.

Figure 1: Block Diagram of the Brain Computer Interface Algorithm Implemented in the Paper

III. METHOD

The algorithm that is implemented in this paper is illustrated in Figure.1. The signal processing chain
consists of multiple band pass filtering stages, feature extraction using RCSP and PCA, feature selection,
and then classification stage using RLDA with stacked concept. Here the regularization is done at two
processing stages: the feature extraction stage and the classification stage.
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3.1. Feature Extraction

1) Filtering: The EEG signal is band-pass filtered such that it is split into 9 different spectral bands: 4-8
Hz, 8-12 Hz… 32-36, 36-40 Hz [19, 20]. FIR filters with Kaiser Window are used and a 1 Hz transition
band is set at each of the nine filters. The filter is designed with the help of ‘kaiserord’ MATLAB
function.

2) Spatial filtering: To discriminate with different motor imagery tasks, it is necessary to identify the
sources of corresponding sensory motor rhythm (SMR) modulations and this can be achieved through
spatial filtering [21]. Common spatial pattern (CSP) algorithm is mostly used as a spatial filtering
method [22]. The CSP filters maximize the variance for one class and at the same time minimize the
variance for the other [22]. The spatial filtering in CSP is done by linearly transforming EEG data using
equation (1),

Z = WTE, (1)

where W is CSP projection matrix, E is EEG measurement, and Z is EEG measurement after spatial filtering
[19]. In this paper, instead of CSP a regularized version is used called RCSP. Regularization was introduced
to overcome the small-sample problem of the discriminant analysis [23]. Fabien et al [24] have compared
different regularization methods and have concluded that RCSP outperforms CSP by 10% in classification
accuracy. The regularized RCSP employed here is only a small variation with basic CSP. In our experiment
the regularization parameter chosen was 0.1, which is selected by trial and error method. The regularization
is introduced in the eigenvalue decomposition problem,
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[19]. Along with regularization the spatial filtering algorithm proposed by Ang et al [19] is used here to
enhance the CSP performance for two-class problems. Then PCA is employed. The principal component
analysis is a dimension reduction method and helps in identifying the principal components [25].

3.2. Feature Selection

The features extracted in the feature extraction are large in number, hence to select most relevant among
them feature selection algorithm is employed. The feature selection method employed here is the mutual
information based best individual feature (MIBIF) algorithm [19]. In the algorithm the mutual information
of the features are computed. Then the features are arranged in descending order of mutual information and
the first k features are selected. The value of k used here is 15, which is selected by heuristic approach.

3.3. Classification

The basic classifier usually used is the linear discriminant analysis (LDA) classifier [26, 27]. The basic
LDA as described by Vidaurre et al. [26] is as follows:
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The V(x) describes the distance of feature vector x from the hyperplane. The hyperplane is defined by
the normal vector w and the bias b. Here µ

1
 and µ

2
 indicate the sample mean of two classes and � is the
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covariance of the classes considered to be equal. If V(x) is less than 0 then x is classified as class1, otherwise
as class 2 [26]. The LDA can also be used as a dimensionality reduction method [28]. Different from CSP,
LDA classifier increases the distance between the classes by minimizing the variance within a class [28].
The classifier employed is the regularized version of LDA. Here, the score obtained from the first RLDA
classifier is input to another RLDA classifier. The idea for this type of classification is obtained from [20],
wherein the concept of stacked generalization is used in classification algorithm. Nicolas et al [20] have
used 25 RLDA models per second in level-0 and the results combined and fed to another RLDA classifier
in level-1. However in this experiment only a single RLDA classifier is employed at each level.

IV. RESULTS

The experiment is done on the publicly available BCI Competition IV Dataset 2a that are provided by the
Graz University. The algorithm is applied for binary class problems. The dataset contains recordings of 9
different subjects with two sets for each subject: one with known cues (training set) and other with unknown
cues (evaluation set). The dataset contains 288 trials in each of the two sets. From the dataset one second
samples are taken for experiment. A multiple band pass filtering is done wherein the data is discriminated
on the basis of frequency. There are 9 band pass filters [(4-8Hz), (8-12Hz)….. (36-40Hz)] each with a
transition band of 1Hz. The band passed data is then applied to a regularized version of basic CSP. A
regularization parameter of 0.1 is applied to the second component while computing the eigenvalue of the
two classes. The parameter is selected by trial and error method. The coefficients obtained are then applied
to the spatial filtering algorithm proposed by Ang et al. [18], from which the first two and last two columns
are selected and hence a total of 36 (9*4) features are obtained. Then PCA is applied. The PCA yields
principal components and also helps in reducing noise factors. After the feature extraction stage, 15 most
relevant features are selected using MIBIF algorithm [19]. These 15 features then applied to an RLDA
classifier. The basic LDA classifiers provide probability scores and the classification is done with these
scores and a threshold value. If the probability score is higher than a threshold then it belongs to class 1
otherwise class 2. Here the scores obtained from the RLDA classifier are applied to another classifier. The
regularization parameter in the covariance matrix estimation is assigned a value of 0.1.

The algorithm is evaluated using the evaluation data provided for BCI Competition IV Dataset 2a. Here
binary-class problems are only evaluated. Since the dataset has samples for four classes (namely: left hand,
right hand, tongue movement and feet movement), six binary class problems (left hand v/s right hand, left
hand v/s foot, left hand v/s tongue, right hand v/s foot, right hand v/s tongue, and foot v/s tongue) are
possible as listed in the Tables. Even though for binary classification 144 trials are available, here only 72
trials (36 from each of two classes) are taken. The results obtained are compared with the SRLDA algorithm
by Nicolas et al. [20]. The results using CSP and using RCSP are also compared. The algorithm is evaluated
using the kappa coefficient. In the tables the results that have high kappa values for the proposed algorithm
are shown in bold. The tables also show the results for the 8-fold cross-validation (values within brackets)
and that with the training dataset [values within square brackets]. The cross-validation results are all high,
but when applied to the evaluation set, the results are little low. The kappa values obtained for proposed
algorithm shows that regularization has only a slight impact on the CSP stage in the proposed algorithm.
The experiment is implemented in MATLAB and with the help of BIOSIG toolbox. BIOSIG is an open
source software and can be downloaded from web page http://biosig.sourceforge.net/download.html.

V. CONCLUSION AND FUTURE WORK

The regularization is done at two signal processing stages of the BCI system: at feature extraction (RCSP)
and at the classifier stage (RLDA). The cross validation results are high. 8-fold cross validation is done.
Then the algorithm is verified with evaluation data. The results are compared with the SRLDA method
proposed by Nicolas et al. [20]. In some cases the results are high compared to SRLDA [20]. Here the
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Table 1
Summary of kappa values for Binary Class Problem: Left-Right

Left-Right

Method Subjects

A1 A2 A3 A4 A5 A6 A7 A8 A9 Avg.

SRLD Nicolas
et al [20] 0.82 0.39 0.92 0.51 0.89 0.49 0.96 0.96 0.81 0.75

Stacked 0.59 0.61 0.52 0.47 0.83 0.67 0.46 0.67 0.56 0.60
algorithm (0.97) (0.85) (0.94) (0.94) (0.94) (0.96) (0.93) (0.97) (0.85) (0.93)
with RCSP [0.91] [0.75] [0.88] [0.88] [0.77] [0.97] [0.83] [0.94] [0.75] [0.85]

Stacked 0.75 0.66 0.80 0.69 0.68 0.84 0.51 0.88 0.40 0.69
algorithm with (1) (0.94) (0.94) (0.84) (0.97) (0.92) (0.84) (0.97) (0.97) (0.93)
CSP [0.86] [0.86] [0.91] [0.71] [0.83] [0.97] [0.67] [0.88] [0.69] [0.82]

Table 2
Summary of kappa values for Binary Class Problem: Left-Foot

Left-Foot

Method Subjects

A1 A2 A3 A4 A5 A6 A7 A8 A9 Avg.

SRLD Nicolas 0.96 0.82 0.96 0.75 0.71 0.61 1 0.88 0.96 0.85
et al [20]

Stacked 0.72 0.57 0.58 0.64 0.60 0.33 0.64 0.83 0.56 0.61
algorithm with (1) (1) (1) (1) (0.87) (0.97) (0.92) (0.89) (0.97) (0.96)
RCSP [0.89] [0.92] [0.83] [0.61] [0.92] [0.67] [0.83] [0.94] [0.89] [0.83]

Stacked 0.17 0.63 0.63 0.73 0.94 0.43 0.77 0.76 0.32 0.69
algorithm with (0.97) (1) (1) (0.94) (0.97) (0.94) (0.94) (0.97) (0.97) (0.96)
CSP [0.91] [0.94] [0.80] []0.94 [0.88] [0.83] [0.94] [0.80] [0.94] [0.88]

Table 3
Summary of kappa values for Binary Class Problem: Left-Tongue

Left-Tongue
Method Subjects

A1 A2 A3 A4 A5 A6 A7 A8 A9 Avg.

SRLD Nicolas 0.93 0.63 0.90 0.81 0.68 0.33 0.96 0.92 0.94 0.79
et al [20]

Stacked 0.41 0.50 0.82 0.57 0.81 0.72 0.68 0.65 0.59 0.64
algorithm (0.97) (0.94) (0.83) (1) (0.91) (0.97) (0.80) (0.97) (0.86) (0.92)
with RCSP [0.80] [0.69] [0.69] [0.89] [0.77] [0.86] [0.77] [0.92] [0.86] [0.72]

Stacked 0.63 0.69 0.77 0.18 0.76 0.61 0.77 0.86 0.75 0.66
algorithm with (0.97) (0.92) (0.92) (0.97) (0.88) (0.93) (0.97) (0.96) (0.97) (0.94)
CSP [0.88] [0.91] [0.77] [0.77] [0.83] [0.77] [0.86] [0.74] [0.75] [0.80]
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Table 4
Summary of kappa values for Binary Class Problem: Right-Foot

Right-Foot

Method Subjects

A1 A2 A3 A4 A5 A6 A7 A8 A9 Avg.

SRLD Nicolas 0.97 0.92 0.94 0.90 0.76 0.56 0.99 0.88 0.64 0.84
et al [20]

Stacked 0.72 0.75 0.61 0.77 0.77 0.48 0.62 0.54 0.70 0.66
algorithm (0.90) (1) (0.97) (0.97) (0.93) (1) (1) (1) (0.88) (0.96)
with RCSP [0.88] [0.91] [0.77] [0.88] [0.83] [0.75] [0.92] [0.74] [0.86] [0.84]

Stacked 0.17 0.58 0.74 0.93 0.88 0.87 0.61 0.74 0.55 0.67
algorithm with (0.93) (0.93) (0.94) (1) (0.96) (0.93) (0.97) (0.91) (0.93) (0.94)
CSP [0.62] [0.76] [0.86] [0.91] [0.75] [0.80] [0.75] [0.75] [0.82] [0.78]

Table 5
Summary of kappa values for Binary Class Problem: Right-Tongue

Right-Tongue

Method Subjects

A1 A2 A3 A4 A5 A6 A7 A8 A9 Avg.

SRLD Nicolas 0.99 0.53 0.94 0.86 0.86 0.36 1 0.75 0.83 0.79
et al [20]

Stacked 0.42 0.97 0.80 0.34 0.91 0.18 0.60 0.78 0.69 0.63
algorithm with (0.93) (1) (0.97) (0.90) (0.88) (0.94) (0.94) (1) (1) (0.95)
RCSP [0.85] [0.86] [0.92] [0.86] [0.94] [0.86] [0.80] [0.80] [0.89] [0.86]

Stacked 0.62 0.94 0.91 0.58 0.70 0.57 0.68 0.86 0.49 0.70
algorithm with (0.91) (0.94) (0.96) (0.96) (0.93) (0.97) (1) (0.97) (0.91) (0.95)
CSP [0.97] [0.94] [1] [0.85] [0.80] [0.79] [0.83] [0.72] [0.88] [0.86]

Table 6
Summary of kappa values for Binary Class Problem: Foot-Tongue

Foot-Tongue

Method Subjects

A1 A2 A3 A4 A5 A6 A7 A8 A9 Avg.

SRLD Nicolas 0.72 0.81 0.86 0.61 0.43 0.68 0.75 0.81 0.83 0.72
et al [20]

Stacked 0.62 0.57 0.83 0.75 0.85 0.95 0.75 0.83 0.56 0.75
algorithm (0.96) (1) (0.97) (1) (0.90) (0.90) (0.86) (0.94) (1) (0.95)
with RCSP [0.75] [0.77] [0.79] [0.70] [0.85] [0.95] [0.74] [0.83] [0.56] [0.77]

Stacked 0.62 0.59 0.56 0.62 0.52 0.82 0.72 0.85 0.88 0.68
algorithm with (0.91) (0.97) (0.96) (1) (0.85) (0.94) (0.97) (0.94) (0.97) (0.94)
CSP [0.80] [0.82] [0.83] [0.83] [0.75] [0.75] [0.83] [0.86] [0.77] [0.80]
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regularized CSP outperforms the standard in only few cases and the average result is higher for only one
binary case (Foot-tongue). In all other binary class problems the CSP outperforms the regularized version.
However, with only 15 features and 72 trials, the obtained results are remarkable. In SRLDA [20] they have
taken 144 trials for binary class problems. The algorithm has scope for improvement. It can be extended for
four-class classification, and be tested with various other datasets as well.
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