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Abstract: Being human it requires little knowledge to classify the sentences by just understanding the tonality and
usage of words in the text. The given text may be positive, negative or a neutral sentence which is very significant to
know. Computer program cannot easily classify the text which is a challenging task. However, in some situations it is
hard for a human to categorize the text. Opinion Mining can be used for the above stated problem which is a sub
domain of Data Mining. It is observed that various Machine Learning techniques have supplemented towards
Sentimental Analysis.
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1. INTRODUCTION

Opinions are very significant in each and every field of work, still it is crucial to classify the opinions into
negative, positive or neutral type of opinion. It is very easy for a human to examine a text and to anticipate the
sentiment of the applied text, by realizing how the words are used in the text or by realizing the circumstance of
the applied text. In order to classify the opinions we can use a technique called Opinion Mining.

These opinions play a significant role in market for the product review analysis and also in understanding
whether a given text is in positive or negative circumstance for sentimental analysis of the text which is available
on internet. The opinion also plays a significant role in politics, where the politicians can understand the people’s
views on them, so that by analyzing the opinions of people, accurate future consequences can be predicted.
Many different experiments are being carried out using Naive Bayes classifier, support vector machines and
maximum entropy classifier, but still it is a complicated problem to classify the sentiments in given text.

2. LITERATURE SURVEY

In the literature survey that is done, it is found that many researchers proposed classification methods. Bo Pang
et al., (2002) [1] examined about the effectiveness of applying machine learning methods to the sentiment
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classification problem. For the experimentation, the movie reviews are considered. The stated domain is said to
be experimentally convenient because of the presence of large on-line collections of such reviews, and because
reviewers often summarize the overall sentiment with any of the machine-extractable rating indicator, such as a
number of stars; the results which were produced by the machine learning techniques were stated to be quite
good when compared with the human generated results. In terms of relative performance, it was stated that SVM
was better in performance to Naive Bayes. Bo Pang et al., (2004) [2] proposed a novel machine learning
methodology that considers subjective portions of the document and text categorization techniques. Extracting
these portions, there is a mention that for finding minimum cuts in graphs. This paper [3] mainly concentrates on
providing solutions to the new problems raised by sentiment applications. Rohini et al., (2009) [4] focus on
opinions which are expressed by the reviewers on product and propose Opinion Miner system to analyze
inspections on a product by the customers. Products are classified into negative and positive. The framework of
lexicalized HMMs is a novel machine learning approach which is different from existing approaches. The
online reviews from Amazon and publicly accessible datasets are processed in the estimation of the proposed
method. Stefano Baccianella et al., (2010) [5] explains about SENTIWORDNET 3.0, is an enhanced lexical
resource which is developed explicitly for supporting opinion mining and sentiment classification applications.
Andrew et al., (2011) [6] presented a model that captures both sentiment and semantic similarities among
words. Via an unsupervised probabilistic model of documents the word vectors are learnt and is stated in their
model of semantic component. The model is extended with a supervised sentiment component that is capable of
embracing many attitudinal and social aspects of meaning. To predict the sentimental observations on contexts
in which the words appear this component of the modules are in the vector representation of words. This results
in words expressing similar sentiment to have similar vector representations. Liu et al., (2012) [7] defined the
opinion mining problem. The work describes diverse key mining tasks that have been studied in their representative
techniques and their research literature. There is a discussion about the issue of detecting fake reviews. Finally,
there is a mention of the research topic of assessing the quality or utility of online reviews. Trivedi Khushboo et
al., (2012) [8] focus on sentence level classification to analyze and it is done through term counting based
approach. The altered algorithm in terms of the parameter passing Naive Bayes is used for getting better accuracy.
Abhishek Tiwari et al., (2012) [9] concentrates on an unique approach for opinion mining on comments section
from blog, which uses the approach TF-IDF through RSS feed. This work proposes an altered TF-IDF algorithm
for finding out relation of a comment with the subject and scoring is given for the terms which is based on
opinion and their order in the comments. Hoeber et al., (2013) [10] explored that the Twitter has become precious
resource of data. Twitter made the communication and collaboration between fans and organizers easy. In
understanding the behavior of fans Twitter plays a vital role. This work is done to analyze temporally changing
sentiment within Twitter, which is represented in visual analytics approach. Timeline is used to represent the
individual tweets and interactional tools are used for giving analytical reasoning about the data.

Hemalatha et al., (2013) [11] introduced a sentiment analysis tool, which comprises of three functions:
sentiment analysis among tweets, finding neutral, positive and negative tweets from information resources. This
tool focuses on analyzing tweets from the media sites, hence provide a way in the future to find out technology
trends. The Naive Bayes classifier and Maximum entropy are used in the sentiment analysis tool. Arti Buche et
al., (2013) [12] surveyed and analyzed, various techniques of opinion mining that have been developed for the
primary tasks. There is a mention of an overall picture of what is involved in expanding a software system for
opinion mining on the basis of their survey and analysis. Vivek Narayanan et al., (2013) [13] explains about
Naive Bayes model which is more accurate and fast, sentiment classifier than other complex classifiers. Ritu
Sindhu et al ., (2014) [14] tried to demonstrate the idea of classifying and clustering opinion mining experiment
on analysis of web blog posts on recent product policy and services reviews. The work focuses on a novel
approach for analyzing the customer opinions. Minanovic et al., (2014) [15] explains about the text related data
like word documents, email and posts on LinkedIn and Facebook. Twitter tweets and online reviews are analyzed
in this work. Enforcement of sentiment analyses is more complicated on tweets when compared with the online
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reviews. The tweets in twitter consists of twitter slang, sarcasm and analogy which is not clearly understood,
where as online reviews will be written clearly and grammatically more precise manner. This work uses KNIME
technique for analyzing online reviews and tweets.

Pablo Gamallo et al., (2014) [16] explains about detecting the polarity of English tweets based on Naive
Bayes classifier. Classification is done with polarities like negative and positive. This work mainly focuses on
determining the polarity of English tweets. Polarity lemmas are used within the tweet to determine whether the
tweet is with or tweet is without polarity. Neutral value will come when there is no lemma in the tweet. Medhat
etal., (2014) [17] explains about the feature selection and sentiment classification approaches depicting sentiment
analysis. Feature selection is also explained in this paper. Features like Terms presence and frequency, Parts of
speech(POS), Opinion words and phrases, Negations are used in sentiment classification. The techniques used
for sentiment classification are Machine Learning, Lexicon based approach and hybrid approach. Ravi et al.,
(2015) [18] have found various applications in banking, financial, service, and insurance sector. In this regard,
this work focuses on analyzing customer reviews on the basis of sentiment score. Based on analysis of a set of
credible text reviews collected on 270 training programmes posted by 2688 participants in an organization. In
order to evaluate the efficacy of the proposed approach, calculate correlation coefficient between sentiment
score obtained from the unstructured reviews and the numerical rating assigned by the participants. Furthermore,
the work employs the visualization analytics to get insights into different aspects of the programmes. Vinayak
Hegde et al., (2015) [19] focuses on the improvement of the Naive Bayes classification algorithm with regards
to the sentimental classification. It is clearly examined that the work concentrated on sentence level sentiment
classification. The work focuses on the Naive Bayes model as the basis and on top of this model, there is
inclusion of several other methodologies like effective negation handling, emphasizing words handling and
feature extraction. There is a mention of the improvement of the overall accuracy measure of the sentimental
classification algorithm. Aamera et al ., (2015) [20] focus on a new entity level sentiment analysis approach for
Twitter. Lexicon based approach is adopted to perform entity level sentiment classification. This approach results
in high precision and low recall. So, in order to improve the result of lexicon based approach additional tweets
which are likely to be opinionated are recognized automatically by making use of information. Polarities are
assigned for newly identified tweets through a trained classifier. Yadav (2015) [21] concentrates on sentiment
classification based on polarity. Polarity are of three types positive, negative or neutral. And opinions are as
classified into three types: direct opinions, comparative opinions and indirect opinions. There is a study of
different levels of opinion mining like granularity, document level, and aspect level. Document level classification
consists of Supervised and Unsupervised Methods in which supervised learning technique uses Naive Bayes
and support vector machines. Dhanalakshmi et al., (2016) [22] focuses on the polarity of the student feedback
using supervised learning algorithms. To process the student feedback, the application of a combination of
natural language processing and machine learning are used. Various classification approaches have been compared
for performance study. To train the algorithms for binomial classification data obtained from the survey is
subjected to data preprocessing. Based on the obtained features like examination and teaching, the polarity of
the student comment is predicted. It is then compared for different algorithms for better performance with
respect to different evaluation basis. URL-1[23] Focuses on the problematic task of clustering of features regarding
the online reviews. It is stated that simple methods for solving this problem are based on unsupervised learning
using few of the distributional similarity. Then model for semi-supervised learning problem was created. To
identify some labeled examples automatically the Lexical characteristics of the issue are exposed. Experimental
evaluations show that by a large margin the intended method out performs the existing state-of-the-art methods.

3. POSSIBLE SOLUTIONS

In literature, sentiment analysis is done using different approaches for better results. In the work [1] SVM is
used for sentiment classification and focuses on machine learning technique SVM which gave better results than
Naive Bayes. Text classification [2] for the subjective portions was done using novel methodology of machine
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learning that is applied for text categorization technique for the subjective parts of the document. The sentiment
classification can be classified as positive, negative and neutral. There is a provision of polarity values [23] for
the words as positive and negative polarities. One of the ways, to classify is through the framework of lexicalized
HMMs [4] which was done to classify products as negative and positive product. Sentiment classification can
classify words by capturing both semantic and sentiment similarities [6]. Opinion mining, which is also called
as sentiment analysis, used to detect fake and spam reviews [7]. Opinion mining also uses Naive Bayes classifier
and Maximum entropy [11] for analyzing tweets. For sentiment classification, altered algorithms are also used
for improving accuracy. The parameter passing Naive Bayes algorithm [8] and optimized Naive Bayes [13] are
altered for improvement in the accuracy. Another modified algorithm is TF-IDF algorithm [9], is used for
detecting the opinion based on appearance of opinion based terms and thus, resulting in considerable amount of
improvement in the accuracy.

After analyzing the literature, it is found that there is need of improvement in sentiment classification
approaches which is quiet an open area for research. In our literature, it is found that SVM and Naive Bayes gave
better results among all the mentioned algorithms. There is considerable improvement in the accuracy when
SVM and Naive Bayes used for sentiment classification.

4. CONCLUSION

Sentiment analysis is wide area of research with plenty of challenges. Every word in a given text is associated to
the alongside or any other associated words. Sentiment analysis assists in classifying, condensing reviews and in
real time applications. This paper mainly focuses on review of sentiment classification and classification
approaches. As noticed in the literature done on the topic sentiment classification, we can infer that the SVM
and Naive Bayes can be used as the classification algorithms. It is observed that the accuracy of sentiment
classification can be improved using feature selection. For the easy understanding of output, data visualization
techniques can be included.
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