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Dynamic Scheduling and Resource Allocation 
in Cloud
Anusha Bamini* and Sharmini Enoch**

Abstract :  Recent years the necessary of resources is increased based on demand of the user. Day by day the 
internet world is converted into a cloud world by the rapid change in the computing techniques. Allocating 
resources is considered to be a tedious task when several copies of the similar tasks are assigned to different 
nodes. This paper proposes the effi cient allocation of resources based on skewness measure, which measures 
the irregularity in the practice of resources. To reduce the skewness the overall usage of server resources is 
enhanced. The allocated resource is exactly managed and overload resources have to be used appropriately in 
the place where it is actually needed. This process of minimizing the skewness save the energy and prevent 
the overload in the system. To enhance our resource allocation system we proposed a single agent skewness 
algorithm, which is used to split and allocate the tasks from master node to child node.  In future, we develop 
a multi-agent based VM migration system, it may avoid overloading of jobs in cloud environment effi ciently 
and save the energy of virtualized cloud environment. 
Keywords : virtualization, scheduling, skewness, migration

1. INTRODUCTION

Virtualization is a novel technology in cloud computing; it is used to utilize the cloud resources effectively. 
Cloud datacenter is having lot physical machines with pool of physical resources. These physical resources 
are converted into a virtual resource in cloud [17]. From the cloud provider point of view each VM 
and virtual resources are considered as number of fi les. The user belief a dedicated physical machine 
is allocated as a virtual machine. When a user submitting a request new virtual machine is allocated 
quickly with dedicated resources. The virtual machine is able to migrate from one VM to other when 
the load exceeds. It will not create any interruption at the time of migration. Dynamic load balancing is 
very important in the data center at the time of failure occur in the VM. The dynamic load balancing will 
carry out the migration process of failed machine. Administrating the assignment and relocation of virtual 
machines in a data centre is a major confront; previous tools mainly concentrating the central management 
of service, which merge the presentation of every machine [1]. If the present allocation is not satisfi ed 
then the cloud agent will try to allocate a new virtual machine by performing necessary migration process. 

Virtual machine migration is the practice of moving virtual machines and its applications into another 
physical location. At the time of transferring virtual machine into physical location, the resources like 
memory, network and storage [15] of the virtual machine are moved from the exclusive host machine to 
destination machine. By focusing on the “VM migration”, at data centres, where there are lots of node 
and VMs that are running need to be managed from failure as soon as possible. The important concept 
of network virtualization is the migration. It transfers virtual resources to physical resources over the 
network. The agreement process is involved at the time of migration. We can use the physical resources 
beyond the limit of resource availability by using memory over commitment technique.  If there is any 
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physical resource failure occurs then the virtual machine running on the particular physical machine must 
be migrated. In a data centre thousands of physical machine and virtual machines are running.On the other 
hand if there is any failure occurs in the virtual node, we need to migrate the virtual machine into another 
datacenter. This migration process may take little time. While applying migration process several data 
packets are transferred from source to destination. It may result traffi c and power consumption. 

Resource allocation [1] constrains having set of restrictions on scheduling resources, and allocating 
resources to particular task. The machines are situated in dissimilar regions and each machine are having 
different processing abilities, and different characteristics such as processors, CPU core, size of main 
memory, cost, etc. The parameters of cost, time and processing capacity are considered at the time of 
scheduling and allocation. In order to achieve a reduced time and cost with optimized result the task 
scheduling and resource allocation must be matched carefully. From the optimized result only we can set 
the effective cloud environment. Computing time is calculated in task scheduling with set of times such 
as receiving, processing and waiting time. Main objective of this work is to attain optimal task schedules 
using skewness algorithm to minimize total time.

The paper structured in the subsequent sections. Section 2 organizes the related works which are 
mostly supporting to this work. Section 3 represents the PM to VM migration, which depicts the migration 
process from physical to virtual machine. Section 4 analyze about the scheduling process. Section 5 
describes the resource allocation process with load prediction algorithm and skewness algorithm. Section 
6 demonstrates the resource management module. Section 7 addresses the results obtained from the 
simulation. And the conclusion and future work mentioned in section 8.

2. RELATED WORK

Scheduling of classical jobs is the diffi cult problem in scheduling theory. The Ant Colony System algorithm 
[16] is a scattered algorithm which is widely worn to resolve NP-hard combinatorial optimization 
problems. Foraging and recruiting activities defi nes how ants determine the world in hunt of food sources, 
then discover their way reverse to the nest and indicate the food source to the other ants of the colony. 
Performance of the ACS for the JSP mostly depends on variables value and the number of ants. Adjusting 
these parameter values takes a big change of time, for the optimal parameter values depend on the problem 
to solve, and it is complicated to discover an all-purpose locating of parameters for all problems.

Particle Swarm Optimization [2], [3], [5] is a self-adaptive global search optimization technique. 
This PSO algorithm is parallel to further population-based algorithms like Genetic algorithms but, there 
is no direct combination of individuals of population. PSO was applied for many real time problems in 
all situations. The algorithm of PSO [3], [5] emulates from behavior of animals societies that don’t have 
any head in their cluster or swarm. PSO has turn into accepted due to its unfussiness and its usefulness in 
broad choice of application with low computational cost [11], [12]. 

For optimizing result genetic algorithms and bacterial foraging algorithms [4] was combined to create 
a hybrid approach.  A Genetic Algorithm [18], [19] is used to calculate the best values of predefi ned 
set of free parameters connected with either a process representation or a control vector. From regular 
optimization the global optimization global optimization [18] is distinguished by its focus on fi nding the 
maximum or minimum over all input values, as contrasting to verdict local minima or maxima. Since 
a foraging organism/animal takes actions to maximize the energy utilized per unit time. For various 
problems, the designer frequently has to be fulfi lled with local optimal or suboptimal solutions.

Resource sharing [17] is the major issue of concerns for cloud computing is concerned. This work 
focuses on the skewness metrics which is the measure of unevenness in the usage of resources. Unevenness 
may mean the unplanful usage of resources. For example a minimum amount of resource is needed but 
the available bulk amount of resource is been allocated, in that case this excess amount of resource that 
is allocated is wasted unnecessarily. In such cases if resources are allocated appropriately it will save a 
remarkable amount of resources. This work takes this in to consideration and tires to reduce the overhead.
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3. PM TO VM MIGRATION

In proposed system a VM migration concept was presented that reduce the overloading in the structure 
effectively. From that the energy utilized in the virtualization environment was reduced and ensuring high 
fault tolerance capacity. For dynamic resource allocation, virtual machine live migration is a widely used. 
To compute the virtual machine to physical machine migration fi rst-fi t approximation algorithm was used. 
For the offl ine use only the algorithm is used. But it is necessary to predict the large number of migration 
in online environment, because the resource requests of cloud user and virtual machines vary dynamically. 
Lot of experiments has to be conducted to decrease the energy utilization in the data center.

When an application is running it is important to adjust the mapping among virtual machine and 
physical machine. In a virtualized environment virtual machine migration is a frequently applied method 
for dynamic resource allocation. It sorts the record of physical machine depends on volumes of data 
and virtual machines in every physical machine in their volume-to-size ratio (VSR). Later physical 
machines and virtual machines are considered in presorted order. The capability of physical machines 
is a heterogeneous system because large number of hardware resources is available in the data center. 
Additionally Fault tolerance in a VM can be minimized by dropping the migration time. 

4. SCHEDULING PROCESS

 Figure 1 shows the number of physical server resources are combined to create a virtual machine. The 
allocated job/load is transferred to the VM scheduler. That VM scheduler may contain number of process 
to perform migration operation.
 • Deployment
 • Hot and cold spots identifi cation
 • Hot spot mitigation through VM migration
 • Energy consolidation through load balancing
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Figure 1: Scheduling System Architecture
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4.1. Deployment

This stage involves the establishment of multiple data centres and list of VM’s within each data centre. 
Each primary machine working inside the Xen hypervisor (VMM) works with a restricted domain 0 
and one or more domain U. All virtual machine in fi eld U encapsulates one or more applications. While 
monitoring the scheduling actions in Xen the CPU and network usage will be calculated. The memory 
used inside the virtual machine is not known to the hypervisor. Memory shortage of the virtual machine 
is calculated by observing the swap activities. Guest OS is compulsory to install a part of swap partition. 
Several components are included in the scheduler. Based on precedent information the predictor predicts 
the upcoming resource load of virtual machines and the future load of physical machines. The load of 
the virtual machine is calculated by calculating the entire load of virtual machine. Hot threshold value is 
fi xed for identifying the overload of virtual machine. If the value is above the threshold value the virtual 
machines are migrated to reduce their load. 

4.2. Identifi cation of Hot and Cold Spots

The hot and cold spot of each machine is identifi ed by predicting the resource demands and resource 
allocation of all virtual machine. If the utilization of a server is above the threshold value it will be marked 
as hot spot. The hot spot mention if the server is overloaded and some of the virtual machines running 
on the server should be migrated. Cold spot is identifi ed based on the threshold value of if the utilization 
value is below the threshold. Server is continuously working if it has at least one virtual machine running. 
At last, we defi ne the warm threshold to be a level of resource utilization that is suffi ciently high to 
rationalize having the server running but not as high as to risk suitable a hot spot in the features of temporary 
fl uctuation of application resource demands. Each type of resources can have different thresholds at the 
time of allocation. For instance, we can defi ne the hot thresholds for CPU and memory resources to be 
90 and 80 percent. At fi nal a server is a hot spot if each its CPU working is beyond 90% or its memory 
handling is above 80 %.

4.3. Hot Spot Mitigation through VM Migration

 Managing the record of hot spots in the system in descending temperature. We needs to eliminate the hot 
spot at the maximum. Otherwise the temperature is kept as low if possible. We have to decide which virtual 
machine is migrated for each server p. Virtual machines are sorted based on the resulting temperature of 
the server if that virtual machine is migrated away. Our aim is to migrate the virtual machine which can 
reduce the server’s temperature the more. We are trying to catch the destination server to accommodate the 
virtual machine in the list. After accepting the virtual machine the server must not become a hot spot. From 
all the available servers, we choose one whose skewness can be reduced the most by accepting this virtual 
machine. This reduction of skewness can be leads to negative if the server skewness increases the least. 
The predicted load of selected server updated and recorded if a destination server is found. Otherwise, we 
move onto the next virtual machine in the list and try to fi nd a destination server for it. 

4.4. Energy Consolidation through Load Balancing

The VM should be migrated from one physical location to other. Virtual machine migration is checked for 
the cold spot p. Destination server is identifi ed to accommodate a virtual machine on the cold spot p. After 
the acceptance of VM the resource utilizations of the server should be lower than the warm threshold. 
By consolidating the underutilized servers the exaggerated energy can be saved. To prevent this warm 
threshold is created. Multiple servers assure the exceeding condition, we choose one that is not a current 
cold spot. Increasing load on the cold spot can eliminate the resource request. The cold spot would be 
acknowledged in the destination server compulsorily. We select a destination server based on the reduction 
in the skewness value. If the destination servers were for all VMs on a cold spot, record the progression of 
migrations and update the predicted load of related servers. Otherwise, we do not migrate any of its VMs. 
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The list of cold spots is also updated because some of them may no longer be cold due to the proposed 
VM migrations in the above process. The extra loads can be added to the related server based on above 
consolidation. This is not as serious a problem as in the hot spot mitigation case because green computing 
is initiated only when the load in the system is low down. Restrictions in the number of cold spot can be 
eliminated at every execution of the algorithm and it cannot be move over the limit of algorithm. This can 
be termed as consolidation limit.

5. RESOURCE ALLOCATION

 Resources on the cloud are not frequently shared by multiple cloud users other than dynamically re-
allocated for every demand. Resources can be allocated and reallocated after the utilization of the user. 
The demand of the user may vary in time. But our aim is allocate the resources effi ciently. The mentioned 
algorithm is able to work for allocating resources to cloud users in dissimilar time.

5.1. Load Prediction Algorithm

Future need of the resources preserve predicted using this algorithm. For calculating exponentially 
weighted moving average (EWMA) with a equation,

 E(t) =  * E(t – 1) + (1 – )* 0 (t)   1, ()
Equation (1) states E(t) and O(t) are the approximate and experiential load at time t and α means an 

employment off among durability with responsiveness. The parameters in the parenthesis are  values. 
The length of the measurement window is termed as W. The “median” error is derived by the equation: 

 |E(t) – O(t)|/O(t) (2)
The percentage of predicted values is high or low than the predicted value compared to observed 

value. To refl ect the “acceleration,” we obtain a new method through setting  as a negative value. While 
– 1 ≤  < 0,  the higher formula can be modifi ed into the following:

 E(t) = – || * E(t – 1) + (1 + || * O(t)
  = O(t) + || * (O(t) – E(t – 1)),

5.2. Skewness Algorithm

For the measurement of irregularity of using resources in the server the skewness algorithm was introduced. 
Let n be the overall amount of resources utilized and ri is the utilization of ith resource. Where p is the 
skewness of the resources, it can be defi ned as,

 Skewness (p) = 
2

r 1
n

i = 1

r – ,
r

æ ö÷ç ÷ç ÷çè øå  (3)

Where r  is the average utilization of entire resources for server p. In preparation, not every types of 
resources are concert signifi cant and therefore we only require to judge restricted access resources in the 
exceeding calculation. The minimization of skewness can combine different types of workloads accurately 
and reduce the overall utilization of server resources. Above equation (3) is used to calculate the skewness.

6. RESOURCE MANAGEMENT MODULE

 Resource management is an important concept used in cloud scheduling. In place of considering migration 
process dynamic resource management applied. The cloud resources are used by the cloud user based 
on the cost and availability of particular resource. So effective and effi cient management of resource is 
necessary for the cloud user and cloud provider. The resource management is based on the fl exibility of 
resources. To get the effi ciency of resource organization we need to isolate the cloud resources. Victorious 
resource management explanation used in virtual cloud environments wants to supply a prosperous pool of 
resource controls for improved isolation, for doing preface assignment and matching of load for competent 
exploitation of fundamental resources.
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7. RESULTS AND DISCUSSION

The cloud environment was executed in Java. In this cloud environment we created set of virtual machines 
with different resources. The fi g. 2 shows the VM selection from the set of VM’s. Fig. 3 shows the 
datacenter allocated in the cloud. The datacenter is having X86 architecture, Linux operating system, Xen 
hypervisor and 40GB memory was allocated. The skewness process is performed in fi g. 4. Based on the 
threshold value skewness operation is carried out. The status of three servers is showed in fi g. 5. If the 
workload is overloaded in one server migration process is performed to balance the load. Fig. 6 shows 
the migration process. If the VM on the server is fully loaded, its color is changed into black. At last in 
fi g. 7 the heap memory usage over time is showed. The time of the load balancing process was minimized 
compared to other works.

Figure 2: VM selection 

8. CONCLUSION AND FUTURE WORK

Cloud virtualized environment using the virtual machine live migration process is working for dynamic 
resource allocation. Sometimes the service level agreements are violated, while performing migration 
process. In this paper metrics considered is skewness it is used to combine and well utilize the virtual 
resources. Skewness operation is performed with different threshold values. The skewness algorithm 
achieves overload avoidance with less time. In future we propose a multi-agent based VM migration 
system. When the single agent based migration is converted into a multi agent based migration the energy 
is saved and we may get the high fault tolerance capacity. At the time of considering huge data center 
virtual machine migration becomes a very Virtual Machine Migration become tough process. If any one 
specifi c datacenter virtual machine from one place to another place number of data packets are also need 
to be migrated. At that time the network elements are confi gured to reach the appropriate destination. To 
overcome these drawbacks multi-agent based migration will be used.
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Figure 3: Resource allocation in datacenter

Figure 4: Skewness
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Figure 5: Status of servers

Figure 6: Migration process
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Figure 7: Heap Memory usage over time
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