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ABSTRACT

This paper introduces the support vector machine algorithm based on ant col ony algorithm optimization to predict the
logistics demand of Qingdao. Sincethe penalty coefficient c of the support vector machine and the parameter g of the
kernel function greatly affect the accuracy of the prediction model, the ant colony isutilized. The algorithm optimizes
the parameter effect and obtains the optimized support vector machine prediction model,using the support vector
machineto predict the superior performance of small samplesand nonlinear data, thedemand for logisticsin Qingdao
ispredicted. Theexperimental resultsshow that the prediction accuracy of theACO-SVM prediction modd established
in thispaper ishigher than that of thetraditional SVM prediction model, and the error issmaller, which providesdata

guaranteefor Qingdao | ogi stics demand forecasting.
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INTRODUCTION

Inthe past 30 years, withthelogisticstheory and logistics
technology entering China, thelogisticsindustry hasbeen
concerned by local governmentsand core enterprises.
Thelogigticsdevelopment policies acrossthe country
have sprung up. Regional logistics demand forecasting
isan important basisfor regiond logisticsplanning. Itis
animportant prerequisitefor comprehengive planning of
regiondl logigticsinfragtructurecongructionscae, network
gpace layout and logistics enterprise development
direction. Scientificandrationd regiond logistics demand
forecasting can ensureregiond logisticsservices. The
relative balance between supply and demand effectively
improvestheefficiency and efficiency of regiond logigtics

Carbonneau R, Laframboise K, Vahidov R.
(2008)inthearticle, the gpplication of machinelearning
agorithminthesupply chain demand forecasting scenario
isintroduced. Themachinelearning mode! iscongtructed
to predict the supply demand.

Inrecent years, machine learning algorithms have
been widely used in logistics demand forecasting.
Support vector machine (SVM) is a new machine
learning method proposed by Vanpik!#4, It isbased on
gatigtical theory and can effectively solvesmd| samples,

nonlinearitiesand high dimensond issues.

Jontahon T. Fite, John R.(2002)®proposed to select
aset of economic indicatorsrelated to freight volume,
and use freight volumeto measurethe scale of logistics
demand moreeffectively.

Zhongsheng Hua, Bin Zhangi.(2006)®study the
traditional snglemodel inthetext, which can only reflect
part of the changelaw, and cannot fully reflect theoverall
changelaw of demand, resulting inpoor prediction effect.
Therefore, ahybrid support vector machine prediction
model isproposed to improve the prediction accuracy.

J.Kim.S.Won,(2002)"use the combination of fuzzy
reasoning theory and support vector mechine. According
to thecommondlity of fuzzy reasoning and support vector
machine, thesupport vector machine andfuzzy reasoning
theory are combined, and the fuzzy reasoning model
based on support vector machine is proposed and
constructed.

C. C Chung.(2001)®predicted the small and
medium-sized samplesfor theregional logisticsdemand,
and minimized the dimension of the original data. The
LIBSVM support vector machineregresson moded was
used for comparison, and the prediction accuracy was
ggnificantly improved.
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Cao Lijuan Tay, FrancisE. H.(2007)®based onthe
characterigtics of regiona logistics demand forecasting,
combined with the method of financial time seriesand
support vector machine, henot only consdersthefitting
error of the support vector machineregressonfunction,
but also gppliesnew datato the development of time, so
that themode can be more Precise predictions.

In order to improve the accuracy of time series
prediction, Thao-Tsen Chen, Shie-Jue Lee.(2014)1
proposesal. SSVM prediction model. The combination
method not only improvesthe prediction accuracy of a
single LSSV M, but also acceleratesthe convergence
speed of modd prediction.

Dorigo M, Blum C.(2005)™pointed out that the
ant colony algorithm is a swarm intelligence bionic
heuristic algorithm, which hasbeen widely used inthe
optimization problems in different fields. The basic
principle of ant colony dgorithmandits path optimization
and production scheduling are introduced. , image
processing and other aspectsof the gpplication.

Inorder to avoid the blindnessof parameter sdection
insupport vector machine prediction process, ant colony
agorithm (ACO) isused to optimizethe parameters of
support vector machine under the premise of summing
up alarge number of scholars research on support
vector mechine. Theexperimentd resultsshow that, The
prediction model based on ACO-SVM has achieved
good results.

BASIC PRINCIPLE OF SUPPORT VECTOR
MACHINE

Support Vector Machine (SVM) originated fromthe
early work of Vapnik and Chervonenkig?on stetistical
learningin1971. The“ A training algorithm for optimal
margin classifiers’ published by Boser, Guyon and
Vapnik*in 1992 involved convex analysis dgorithms,
kernel functions, and nerves. High-level fieldssuch as
the Internet. Generally speaking, the support vector
machineisatwo-class classification modd. Thebasic
mode isdefined asthelinear classifier with the largest
intervd inthefeature gpace. That is, thelearning Srategy
of the support vector machineisto maximize theinterval
andfinally trandforminto aconvex. Solving the quadratic
programming problem.

One of the core ideas of SVMsisto control the
generalization ability, which is to maximize the
classficationinterva. Thegatigticd learning theory points

out thet the optima hyperplane hasthebest generdization
performance, so that the problemof finding the optimal
hyperplaneistransformed into the optimization problem.
Inthecaseof linear separability, the optimal hyperplane
can be represented by the classification function
Flx) = wTx+ b. YOU CaN USE y(w™x + b) tO represent
thecorrectnessand certainty of theclassification. Thisis
thefunction. interval:

7, =y;(wTx; + b) 1)
Regarding the maximumgeometric spacing of feature
gpaces, thecondraint optimization problemisasfollows:
.1 2
min; Iwl| 2
s.t.
yiwlx;+b)—1>0,i=12,,n

Optimal hyperplane
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Figure 1. Optimal hyperplane diagram in the case of linear
separability

Congdering thereal datainredl life, therearesome
singular pointsthat do not satisfy the constraintsderived
above®™. To solve this problem, a dack variable is
introduced for each sample point, and the corresponding
target variable becomes:

1 2 R .
15%12 lwll* + C Xl & (3
S.t.
ywix +b) 21-¢
Si => 0
i = 1,2’...’11

Where ¢ isthe penalty parameter™, whichisused
to control theweight between thetarget functionto find
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thelargest hyperplane of the margin and to ensurethe
minimum deviation of the data points. For the convex
guadratic optimization problem, the objective function
and condraintsareintegrated into the Lagrangian function
by introducing Lagrangianmultipliers, whichisconvenient
for solving themost value problem. Then, the Lagrange
multiplier ¢ isintroduced for eachinequality congtraint,
and theLagrangian function isobtained asfollows:

(4)

. 1loin T n
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The classc SVM algorithm only supports two
classifications. For multi-classification problems, the
model needs to be changed. Class-type data is not
supported. Class-type dataneedsto be converted into
discretedatainthe pre-processing stage. Inthe face of
linear inseparable data samples, the support vector
mechinefirsd completesthe caculationinlow-dimensiond
space, and then maps the datainto high-dimensional
gpacethroughthekernd function, thussolving the optimal
separation hypersurfaceinthe high-dimensional festure
space'’, as shownin Figure 2 shown.

Figure2. RBF kernd function mapping diagram

Thekernel function can simplify theinner product
operation of the mapping space*®. The commonly used
kernel function of the support vector machineisthe RBF
kernel, and the RBF kernel canmap the low-dimensiona
space to the infinite dimension. After selecting the
RBF? kernel function, the objective function and
congrants of the optimization problem become:
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SVM model hastwo very important parameters ¢ and
gamma, Where is the penalty factor, which is the
tolerancefor theerror. The higher , themoretheerror
can not betolerated, the easy over-fitting, the smaller ,
the easy under-fitting, too large or too small, the
generdization ability isworse, isaparameter that comes
with thefunction after selecting the RBF function asthe
kernd. Implicitly determinesthe distribution of data after
mapping to anew feature space®!. Thelarger the, the
smaller the support vector, the smaller the value, and
the more support vectors, the number of support vectors
affectsthe speed of training and prediction.

If the isset too large, will be small, and the small
Gaussian digtribution of will betall and thin, whichwill
only affect thevicinity of thesupport vector samples?.
The classification effect for unknown samplesisvery
poor, and thetraining accuracy rate can be very high.
High, (if isinfinitely small, thentheoretically, the Gaussian
kernel SVM can fit any nonlinear data, but it iseasy to
overfit) and thetest accuracy isnot high, whichisusudly
said to be training; Too small will result in too much
smoothing effect, can not get aparticularly highaccuracy
onthetraining set, and will affect theaccuracy of thetest
.

CONSTRUCTION OF MATERIAL FLOW
FORECASTING MODEL BASED ONACO-
SVM

3.1Ant Colony Optimization Algorithm for SVM
Parameters

Ant colony optimization (ACO), aso known as ant
algorithm, is a probabilistic algorithm used to find
optimized pathsinthegraph. It was proposed by Marco
Dorigo'® in hisdoctoral thesisin 1992, inspired by the
behavior of ants finding pathsin the search for food.
During themovement, antswill leave something caled
pheromone, and the pheromone will be less and less
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scattered withthe distance of movement. Therefore, the
concentration of pheromoneisoften at home or around
food. Strong, and the ants themselveswill choosethe
direction according to the pheromone. Of course, the
stronger the pheromone, the greater the probability of
being selected, and the pheromone itself hasacertain
volatilization effect. Ant colony algorithm?! has the
effectiveness and application value of anew smulated
evolution optimization method, and it hasbeenused in
all aspectsof our lives.

The optimization of the support vector machine
parametersisto solvethe problemof continuousdomain.
Inthispaper, the K-fold cross-validation error isselected
asthetarget value, and the kernel parameter 5 andthe
penalty coefficient ¢ are optimized by the ACO
algorithm®!, The key of the ACO agorithmliesinthe
movement rulesand pheromone update. Theant colony
performsthemobilesearch through the postivefeedback
of the pheromonevolatilization accumulation, searches
theoptima combination of the parametersof the support
vector machine, and obtainsthe SVM prediction model
with thebest modeling accuracy.

Influencing factors

Indicator name Indicator unit Symbol

Scale of economic GDP Billion X,
development
Industrial structure Primary industry Billion X,
added value
Commercial trade The total retail Billion X,
sales of social
consumer goods
Income level Per capita RMB X,
disposable
income of
urban residents
Capital investment Total investment Billion X,

in fixed assets of
the whole society

Total population
people

Consumer market Ten thousand X

The processof dgorithmdesgnisasfollows:

Step 1: Initialize the relevant parameters, set the ant
number ., the pheromone volatilization factor ,, and
define aone-dimensional array path; With, elements
for eachant 1.

The ordinatesof the » nodesthroughwhichthe rth
ant passesare sequentialy stored inthe , which can be
used to represent the crawling path of theth ant, where
isthetotal effective bit of the optimized parameter. L et
the time counter , the number of cycles, and set the
maximum number of cycles.

Step 2: Randomly placethe antsat different garting
points and calculate the next visiting city for each ant
until thereare antsaccessing al the cities.

Step 3: Calculatethe path length of eachant, record
the optimal solution of the current iteration number, and
update the pheromone concentration on the path.

Step 4: Cdculatethe and corresponding to the path
according to the path that the ant hastraveled, that is,
the.

Step 5: Trainthe SVM based on thecalculated to
caculatethek”fold crossvaidation error.

Step 6: Record the optimal path of the current cycle
withthek”fold cross-vdidation error asthefitnessvaue.
Let, , according to the amount of information on each
node of the update formula, and clear all elementsin .
[27]

Step 7: Determine whether the maximumnumber of
iterationsisreached. If not, returnto step 2; Yes, end
theprogram.

Step 8: Output the results and output the optimal
combination inthe optimization processas needed.

The flow of ACO algorithm to optimize SVM
parametersisshownin Figure 3.
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Figure 3. SVM parameter optimization flow chart based on
ant colony algorithm
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3.2 L ogisticsdemand forecast impact indicator

Thelogigticsindugry, whichisknown asthe“third profit
source”, hasbecome more and moreimportant inthe
processof globa economic integration and hasbecome
one of the pillar industries of the major developed
countries. Thelogigicsindustry hasbecomeanimportant
part of thenationdl economy and astrategic driving force
for China'seconomic growth. Therapid development
of theregiona economy isnot only animportant indicator
of the prosperity of China's market economy, but also
putsforward higher requirementsfor the development
of thelogigticsindudtry.

Theregiond economy isanimportant gathering area
for resource eementsin the process of market economy
development. The development of thelogisticsindustry
can promotethe exchange frequency of regional funds,
informeation and the entire economic system, and improve
the efficiency of economic operations as a whole.
Therefore, various regions have successively issued a
seriesof planning and policy measuresto promote the
development of thelogigticsindugtry intheregion, thereby
enhancing core competitiveness.

Thelogigticsdemand in Qingdao is affected by many
factors. Generally speaking, it isdivided into economic
factorsand non-economic factors. Theeconomic factors
are the main influencing factors of regional logistics
demand forecasting®. Economic factorsinclude:

(1) Theleve of regiond economic development. The
higher the level of regional economic
development, the greater the demand for
production materials, semi-finished productsand
finished products. Thegreater thecirculation of
materials, the greater the logistics demand.
Fundamentally speaking, the development of
regiona economy istheinterna driving force of
regiond logigticsdemand, which playsadecisve
roleintheamount of logistics demand.

(2) Industria structure. Asthe social division of
labor becomes more and more detailed, and
more and more production departments are
produced, Chinahasdivideditsproduction parts
into threeindugtries, namdly, agriculture, industry
and serviceindustries, namely, thefirst, second
and third industries, and different industries. The
level and scale of demand for logistics are
different.
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(3) Regiond andforeigntrade. Tradeintheregion
promotes cooperation between enterprisesand
departments, and hasgreatly promoted large-
scale chain companiesand mgjor supermarkets,
effectively promoting the prosperity of logistics
and distribution business.

Income level and consumption level. The
improvement of the social and economic level
hasled to anincreasein per capitadisposable
income and household consumption levels.
Different income classes have different ideas
about consumption, different willingness to
purchase goods, and then different consumption
behaviors.

(5) Capital investment. Capital includes physical
capital and human capitd. The capita investment
of the state and region affects the logistics
demand of the region to a large extent. In
particular, the material investment inlogistics
parks and transportation facilitiescanimprove
theregiona logistics service capacity.

(6) Consumer market. People’'smateria exchange
or economic activitiesformaconsumer market,
30 the Szeof the consumer market islimited by
population dengity.

Based on the systematic review of domestic and
foreign research results and the theory of logistics
demand forecasting, thispaper constructsthe Qingdao
logistics demand forecasting index systembased on the
correlation between regional economy and logistics
industry.This paper usesthe freight volumeto measure
the scale of regional logistics demand. In the actual
forecasting research, according to the availability of
datistical dataand the statistical dataof each region, the
following influencing factor index systemis congructed:

Table 1:Logistics demand forecasting impact indicator system

(4)

EMPIRICAL STUDY ON FORECAST OF
LOGISTICSDEMAND IN QINGDAOCITY

4.1 Indicator dataacquidition and preprocessng

This paper summarizes and summarizes the current
gtuation and characterigticsof Qingdao logisticsdemand,
and sdlectscargo freight volumeindicatorsto measure
the scaeof logistics demand in Qingdao. Thelogistics
demand data of Qingdao from 1999 to 2017 was
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selected as the raw data table. The logistics demand
datafrom 1999to 2014 was used asthetraining sample,
and the logisticsdemand datafrom 2015 to 2017 was
used astheforecast sample, asshowninTable 2 shown.

Table 2 :Qingdao logistics demand forecast indicators and data

Y X, X, X, X, X, X,
1999 17038 98520 138.19 10530 7282 22059 702.97
2000 21791 1151.61 140.85 22560 8016 242.68 706.65
2001 29068 1316.08 144.35 312.85 8731 29347 710.49
2002 27515 151817 147.21 48264 8721  368.36 715.65
2003 30553 1780.42 148.92 636.42 10075 547.55 720.68
2004 35570 2163.80 16349 75650 11089 984.56 731.12
2005 37636 2695.82 178.33 96532 12020 1403.3 819.55
2006 39294 320658 183.95 1006.70 15328 1485.69 829.42
2007 40758 3786.52 20359 1199.20 17856 1635.36 838.67
2008 42484 443618 2234 1464.80 20464 2019.01 845.61
2009 24408 4854.00 230.25 1730.20 22368 2458.89 850.03
2010 26971 5666.20 276.99 1961.10 24998 3022.48 87151
2011 29184 661560 306.38 230240 28567 3502.54 879.51
2012 29246 730210 32441 263560 32145 415391 886.85
2013 31318 8006.60 3405 2986.80 35227 5027.86 896.41
2014 26061 8692.10 349.62 3361.70 37346 5766.03 904.62
2015 26965 9300.07 363.98 3713.70 40370 6555.67 909.7
2016 27955 10011.29 371.01 4104.90 43598 74547 9204
2017 28418 11037.28 380.97 4541.00 47176 7777.1 929.05

Becausetheindex isdifferent in magnitude and unit,
this paper reduces the sample data to [-1,1], which
eliminatestheinfluence of dimensononthesampledata.
Theinput dataof the sample set isnormalized according
to thefunction mapminmax.

Table 3 :Normalized data

Y X, X, X, X, X X,
1999 -1 -1 -1 -1 -1 -1 -1
2000 -0.62642 -0.96689 -0.9781 -0.94576 -0.9632 -0.9942 -0.96745
2001  -0.05447 -0.93417 -0.9493 -0.90642 -0.9274 -0.9807 -0.93347
2002  -0.17653 -0.89396 -0.9257 -0.82986 -0.9279 -0.9609 -0.88783
2003 0.06225 -0.84178 -0.9116 -0.76052 -0.8600 -0.9135 -0.84333
2004 0.45657 -0.76550 -0.7916 -0.70638 -0.8091 -0.7978 -0.75097
2005 0.61896 -0.65965 -0.6693 -0.61223 -0.7174 -0.6870 0.03132
2006 0.74927 -0.55803 -0.6230 -0.59357 -0.5966 -0.6652 0.11863
2007 0.86434 -0.44264 -0.4612 -0.50677 -0.4699 -0.6255 0.20046
2008 1 -0.31338 -0.2980 -0.38702 -0.3391 -0.5240 0.26185
2009  -0.42073 -0.23025 -0.2416 -0.26735 -0.2437 -0.4076 0.30096
2010 -0.21929 -0.06865 0.1434 -0.16324 -0.1118 -0.2584 0.49098
2011  -0.04535 0.12025 0.3855 -0.00936 0.0671 -0.1314 0.56175
2012  -0.04048 0.25683 0.5341 0.14088 0.2465 0.0410 0.62668
2013 0.12238 0.39700 0.6666 0.29923 0.4010 0.2724 0.71125
2014  -0.29081 0.53339 0.7417 0.46827 0.5072 0.4677 0.78388
2015 -0.21976 0.65436 0.8600 0.62698 0.6588 0.6767 0.82882
2016  -0.14195 0.79587 0.9180 0.80337 0.8206 0.9147 0.92348
2017  -0.10556 1 1 1 1 1

4.2 Predictive model solving

The non-dimensionalized data is substituted into the
ACO-SVM object flow prediction model for training
and testing modds. Inthispaper, the RBF kernel function
isselected, and the model parameter ¢, gissetto[0.1,
1000], cross-validation ¢ = g modeling the freight
demand seriesof Qingdao from 1999 to 2014. Under
the operationof MATL AB software, thefina result of
themoded training isshowninFigure4.
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Figure4. Comparison of actual and predicted values of training
set

After obtaining thetraining model, themodel needs
to be tested to verify its accuracy. In this paper, the
corresponding indicators of freight volume from 2015
to 2017 are test data, and the input vector is a set of
theseindicators. The predicted and actual vauesof the
test year obtained by the model predictionare shownin
Figure5. It canbe seenfromthefigurethat the difference
betweenthe predicted vdueand theactud valueissmall,
and the prediction effect isideal.
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Figure5. Test set actua value and predicted valuecomparison
chart
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Fromtherunning process, it can be concluded that
the parameter ¢ = 271.8591, g = 3.5748, the goodness
of fit 2 = 0.9747, the closer thevalueof gz isto 1, the
better the fitting degree of the regression line to the
observed value, the average percentage error
MAPE=0.0343.

4.3 Predictivemodel comparison

As shown in Table 4, the prediction model of ACO-
SVM iscompared with the predictionmodel of traditional
SVM, whichisthefitted vauefrom 1999to 2014 and
the predicted value from 2015 to 2017. Among them,
theroot mean square error of RM SE=1084.86215 of
ACO-SVM issmaller than the root mean square error
obtained by SVM, which indicates that the method of
ant colony algorithm optimization of support vector
machine parametersisfeasible.

Table 4 :Comparison of ACO-SVM and SVM prediction models

Actual value ACO-SVM prediction model SVM prediction model
Predictive Relative  Predictive Relative

vaue error vaue error
1999 17038 18309.47876 0.0746  18449.28642  0.0829
2000 21791 21970.71477 0.0082 21984.35681  0.0089
2001 29068 27790.19778 0.0440 27625.37560 0.0496
2002 27515 28786.81243 0.0462 28829.54723 0.0478
2003 30553 30681.79045 0.0042 30701.53782  0.0049
2004 35570 34296.84539 0.0358 34286.48207 0.0361
2005 37636 36388.39069 0.0331 36287.35963 0.0359
2006 39294 38022.51413 0.0324 40762.82145 0.0374
2007 40758 39483.18196 0.0313 41725.01823  0.0237
2008 42484 41214.99398 0.0299 44246.96510 0.0415
2009 24408 25679.47893 0.0521 22682.72305 0.0707
2010 26971 28242.84163 0.0472 28834.48923  0.0691
2011 29184 29753.40007 0.0195 29920.76527 0.0252
2012 29246 30524.39197 0.0437 30638.28743  0.0476
2013 31318 30041.54089 0.0408 32864.25686 0.0494
2014 26061 27338.72138 0.0490 27527.66712 0.0563
2015 26965 27854.34177 0.0330 28227.30561 0.0468
2016 27955 29304.08331 0.0483 29634.27682  0.0601
2017 28418 29789.15670 0.0482 30202.86432 0.0628

It canbessanthet theACO-SVM predictionmodd show's
better predictionresits Thepredidtionaccuracy of theprediction
modd iswithintheacceptablerange, and thepredictionmodd
runsfor ashort time. Thisalso provestheat thesupport quantity
mechinecanconvert theoptimizationprobleminto Solvelineer
equationsand solvetheadvantagesof fagt pesd.

4.4 Forecast Analyssof Freight Volumein Qingdao
City
Using the ACO-SVM prediction modd established in
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this paper, the logistics demand dataof Qingdao from
19990 2017 will be used asatraining sampleto predict
thefreight volume of Qingdao inthe next three years.
Theactual valueand forecast of thefreight volume of
Qingdao will betrained. The comparison of valuesis
showninFigure6.

Qutput

Figure6. Comparison of actual and predicted values of training
set

According to therelevant forecasting index data of
Qingdao City, usingthe ACO-SVM forecasting model
established inthispaper, itispossbleto predict thefreight
volume of Qingdao inthe next threeyears, which are
30,630,565,620 tons, 306,925,573 tons, and
3,065,666,600 tons.

According to the above research results, the
predicted and actud vauesof thesupport vector machine
mode constructed inthis paper areclose. It showsthat
the predicted results of the congructed logigticsdemand
forecasting model can accurately reflect the trend of
market demand and have good practical valug®!,
Therefore, themodel isamoreeffectiveand applicable
forecasting method for logistics demand.

CONCLUSION

With the deepening of the national “Belt and Road”
srategy, according to Qingdao’s*“ 13th Five-Year Plan”
logigtics development plan, Qingdao logigticsindustry is
required to actively integrate into the“One Belt, One
Road” strategy and play aleading role. Regiond logigtics
demand forecasting is animportant basisfor regional
logistics planning, and it is the premise and basis for
comprehensive planning of regiond logigticsinfragtructure
construction scale, network space layout, logistics
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enterprise development direction, and functional
positioning. If thedemand isnot adequately estimated,
the logistics enterprises will lose a lot of profit
opportunities; but if the demand estimation is too
exaggerated, theregional logistics planning will cause
the abuse and shortage of thelogisticsenterprisefunds
dueto excessive investment, so the logistics demand
science Forecasting hasvery important theoretical and
practical implications.Based onthe andysisof theimpact
forecast of logistics demand forecast in Qingdao, this
paper proposesan improved model of freight volume
forecast based on ant colony algorithm optimization
support vector machine parameters and appliesthedata
from Qingdao to 1999 to verify the example.

Based on the comprehensive consideration of
Qingdao logigticsdemand, theindex systemof regional
logistics demand forecasting isconstructed. Dueto the
large quantity, high value, time differenceand reiability
of Qingdao logigticsand freight trangportation, Qingdao
logistics and freight transportation for society and
economy Hasavery big impact, theselection of freight
volumeto measurethescaeof Qingdeo logisticsdemand
has practical significance for the scientific forecast of
Qingdao logisticsdemand.

According to the statistical data of Qingdao from
1999t0 2017 asan empirical research object, predicting
thetrend of freight volume in Qingdao inthe next three
years is of great significance to the development of
regional logistics and analysis of the logistics market
gtuation. Thesupport vector machinemodd parameters
{c. g1} haveagreat influence onthe prediction accuracy
and the generalization ahility. In order to avoid the
blindness of artificial selection parameters, this paper
proposesto use theimproved ant colony algorithmto
optimize SVM and search for the optimal parameters.
Theresearch showsthat theACO-SVM modd isfeasible
for regiond logisticsdemand prediction, and the support
vector machine analysis method isimplemented. The
applicationinlogisticsdemand forecasting has certain
practical applicationvaue.

Inthefreight volumeforecast of Qingdao from 1999
to 2017, the ACO-SVM mode and thetraditional SVM
prediction are more accurate and more accurate,
indicating the correctnessof theACO-SVM model.

Although this paper has achieved certain research
results, due to the problem of time and the level of

knowledgein thispaper, theresearchinthispaper isill
inacertaindeficiency, whichisalso thedirectionto be
sudied inthis paper:

Theregional logisticsdemand forecast includesthe
source of goods, transportation speed, transportation
direction and compostion of goods. However, thispaper
only predictsthetotal amount of freight, and does not
involvetheplanning and distribution of logigticsnetwork.
Thisisthedirection of future research.

The predictiveindex system established inthispaper
isnot authoritative. It isonly established for the current
economic andlogigtics Stuationin Qingdao. Inthefuture
research, it is necessary to consult more authoritative
dataand expand theindex system of this paper to make
it morerational and complete.

Due to the problem of time, this paper does not
compare the prediction results with other prediction
methods, but only comparesthe parametersbefore and
after optimization. Inthefuture research, tryto compare
more predictionalgorithmsto make the model of this
paper morepopular and effective.
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