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Identifying Semantic Relations Between
Named Entities by Latent Semantic
Analysis with Different Methods of
Constructing a Vector Representation
of Text Documents in Russian
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Abstract : The high-priority task of the information news flow processing system is to identify the named
entities, namely the persons, organizations and geographical objects as well as the relations between them. The
types of defined relations depend on the task that the extraction system and the researcher face. It is possible
to identify the frequency links based on the information about the number of documents, in which a single
object occurs in conjunction with another one, the semantic links that show the relationship between objects,
are allocated based on the results of text parsing, and use the specified parameters of possible relationshipsin
the form of rules. This paper will focus on latent semantic analysis as a way to extract the latent semantic
relations between named entities at various ways of preparing data for analysis.
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1. INTRODUCTION

Thiswork isdedicated to the identification of latent semantic relations between named entities identified
fromthetextsof newsflows. Thispaper doesnot consider the process of identifying named entitiesfromtexts.
You can learn about this processin more detail fromworks|[1-2]. The process of identifying latent semantic
relations congstsin using latent semantic analysis (L SA) and transiting from the vector-specific to the semantic
space of documents.

The dataof newsflowsfromtheinformation online portalsgazeta.ru, lenta.ru, rok.ru, ria.ruand vedomosti.ru
were used astheinitial datafor the study. Anunstructured message published at acertaintime (date and time of
publication) and taken from a particular source (amass mediaoutlet) is understood as a unit of newsflow
(apieceof news). Every newsitemshould describe any past event and includeinformeation about the participants
of thisevent. After loading, a puretext without html-tags and any other control footing isextracted from each
newsarticle. Then amorphologica anaysisof text wordsisconducted, and named entitiesare allocated. Then,
the selected text is saved into adatabase for further processing. All the newsfrom different feeds are chosen at
the sametimeinterval, fromwhich we can concludethat they belong to thesame political eventsthat took place
during thisperiod.

Thelatent semantic analysis[ 3] isused worldwideto determine the semantic Smilarity of documents, terms
(wordsand key phrases), aswell asto index and cluster document corpuses. Inthispaper, the LSA isonly used to
determinethedegree of ssmantic Smilarity between the named entities. However, themethod itself isgtatistical and
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isbased on the words occurrencefreguency within documents, that is, it is based on the hypothess of a“bag of
words’, the meaning of which isthat the order of documents in a corpus and of words in adocument is not
important for determining the theme of the document.

The purpose of this paper isto usethe LSA method for detecting latent semantic relations between named
entitiesidentified fromnews streams, and to test thismethod at different types of input data construction with
different levelsof their detailed elaboration. To solvethis problem, it isrequired to conduct aprimary processing of
newstextsinorder to dlocatethe array of word forms, to remove stop words and stop characters, and to conduct
amorphologica andysisof text word forms. After theinitial processing, it isnecessary to identify the named entities
and build avector representation of documents.

After applying the method of singular value decomposition of matrix [4] of the vector representation of text
corpus(the*termsto documents’ meatrix) and reducing the dimension of semantic pace, it isnecessary to calculate
the strength value of semarntic relations between the named entities using the method for determining the cosine
distance between the respective vectors.

2 THEMETHOD OF LATENT SEMANTICANALYSIS
General description of themethod

Thelatent semantic analysis consists of three components: thefirst isaplurality of wordsand phrases (terms),
the second isaplurdity of documents, and the third isa hidden component that connectsthefirst onewiththe
second one, that is, aplurdity of termswith aplurality of documents. The method consigsintransiting fromthe
vector space of terms and documentsto their semantic space and in defining for each term and document their
coordinateswithin theresulting semantic space.

Thevector representation of text corpusisthe“termsto documents’ matrix, the rows of which correspond to
theidentified terms, and the columns— to the corpus documents. A cell of this matrix recordsthe occurrence
frequency of atermthat correspondsto the row withinadocument that correspondsto the column. Inaddition, the
meatrix cellscaninclude weightsthat takeinto account both the occurrence frequency of termsinthe document as
well asthe occurrence frequency of thisdocument within thewhole corpus of documents. Theseweights may be
obtained throughthe TF-IDF normdization [5]. It may be necessary to determinetheimportance of aword within
the context of adocument taken fromthe document corpus. It can reduce theweght of wordsthat occur inthe vast
mgjority of the corpus documents, that is, the noisewordsfor the giventext corpus, and, onthecontrary, increase
theimportance of rare wordsthat areuniqueto arelatively small plurdities of documentsfromthe corpus.

Totrangit fromthe vector representation to the semantic space and to obtain the hidden component, the LSA
method usesthe singular value decomposition of the“termsto documents’ matrix [4]:

A =UxSxVT D
wherematricesU and V areorthogonal, and Sisadiagona matrix conssting of sngular values of theA matrix in
decreasing order.

Thisdecompositionisavery useful feature. If to leaveinthe diagona S matrix only the k number of thelargest
sgngular values, andto leaveintheU and VV matricesonly the columns corresponding to the selected values, then
the product of the resulting matrices givesthe best approximation to the original A matrix of krank. Giventhe
provided singular value decomposition property, it becomes possibleto interpret the results of the origina “terms
to documents’ matrix decompostion asfollows. TheU matrix isaset of rows, eachof whichisatermvector within
the semantic space. TheV matrix isaset of document vectors. The S matrix isa set of componentsthat connects
meatricesU and V, whereinthemore the vaue of the component is, the stronger isthe influence of the corresponding
elementsof theterm vectors and documentsonthefina result.

This property of the sngular value decomposition can reducethedimensionsof the semantic space by omitting
smdl vaues and the corregponding thereto elementsof term vectorsand documents. When identifying connections
between termsand documents, the reduction in the semantic space dlowsidentifying the key components of the
“termsto documents’ matrix and ignoring the noise, aswell asreducing costsfordefining relations betweenterms
and documents.
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Thek vaueisselected experimentaly and dependson thetask set and the number of original documents. A
too highratio valueismeaninglessfor the LSA, sincethemethod losesits strength and becomestoo sengtiveto the
differences between termsand documents. At asmdl k vaue, the ability to detect differencesbetweenthetermsor
documentsworsens.

To determine the strength of the semantic relation between thetermsor documents, it ispossibleto usea
variety of methods: scalar product of vectors, cosine distance, Euclidean distance and Manhattan (chess) distance.
Selecting amethod for determining the strength of relation does not affect the essence of the LSA method.

Pre-processing of texts

Before performing the sngular value decompostion of the “termsto documents’ metrix, it isnecessary to split
theandyzed text into words, remove stop wordsand punctuation, conduct theremaning morphologica analysisof
word forms, definealist of terms, and build the “termsto documents’ matrix.

Theboundaries of wordsin thetext are defined by spaces and punctuation marks, after which all thewords
are checked on entry into the pre-formed stop word dictionary. Stop-words are the text words, which do not
carry the semantic and thematic load. They include prepostions, participles, interjections, particles, punctuation
marks, and parenthetica words. Thewordsfoundin the sop-wordsdictionary are removed from thetext and do
not take part in the future work of the method.

After removing stop-words, it isrequired to conduct morphological analysis of eachword of thetext inorder
to identify it uniquely and independently of the form, inwhichit isrepresented, aswell asto count itsoccurrence
freguency within the documents. For these purposes, the morphological anayzer pymorphy2 was applied [6],
which usesthelemmatization method, the essence of which isto reducetheword formsto thelemma, that is, to the
normd dictionary form.

Stemming isanother method of morphological analysis, the essence of which consistsin cutting off dl variable
partsof aword and extracting the unchangesble part thereof. Thismethod iswell suited to the English language, but
isof little usefor languages that use complex word formation, including the Russian language. Themost famous
stemming algorithm was proposed by Martin Porter in 1980 [ 7] and later adapted by him for various Indo-
European languages, including the Russian language.

Comparing the correctnessof the stemming and lemmatization agorithmswork was provided by Mikhalil
Korobov through comparing Mystem 3.0 and pymorphy?2 [8]. The comparison showed that depending onthe
type of original dataand wordsfor parsing, both implementations have their advantages and disadvantages.

To determinethelist of named entitiesdescribed in oneword, the pymorphy 2 morphological anayzer isused,
whichinadditionto the normd form of the word and the accompanying morphologica information about it (part of
speech, gender, number and case), providesinformation on the possible word's pertain to one of the types of
named entities. geography object, organization, surname, name, or patronymic. It isvery convenient interms of
performance, becausethere isno need to search for wordsin various dictionaries of organizations and geography
objects, but rather to find aword only onceinthedictionary used by the morphological analyzer. To determinethe
named entitiesdescribed by morethan one word, the statistical method of identifying significant phrasesbased on
the calculation of the MI-measure (Mutua Information) [9] isused:

f(a,b)x N

Ml =08 )< ()’

@

where:

a, bareterms,

f (a), f (b) arethe absolute occurrencefrequencies of aand b termswithinthetext corpus,
f (a, b) isthe occurrence frequency of aterminapair withthebterm,

N isthetotal number of word formswithinthetext corpus.
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After calculating thismeasure for the phrases consisting of 2 or morewords, those of themaretruncated, the
measure value of whichisbeow the threshold, and therest are considered to be Sgnificant. A unity isselected as
athreshold value. For each word of the significant phrase, thereisinformation about the possibility of belonging to
anamed entity of aparticular type, and onthebasisof thisinformetion, the possible relation of the significant phrase
to the named entity of aparticular typeisdetermined. Inaddition, to identify the multi-word named entities of the
organization and geography object type, thelists of words-pointers are used. For organizations, these may be
wordsand abbreviations of ownership patternsand wordsthat indicatethetype of organization: joint-stock company,
L td., company, corporation, ministry, department, etc. For geographic names, thewords-pointersof thefollowing
kind can be used: river, city, street, state, idand, country, etc.

Preparation of the® termsto documents’ matrix

The softwareimplemented within the framework of thispaper usestwo optionsfor building the“termsto
documents’ matrix. Inthefirst building option, only theidentified named entities areincluded astermsinto the
meatrix, and therefore, only they areinvolved in constructing semantic space, whilethe remaining newstext words
are consdered asthe noise ones. In the second option, the matrix includes al the named entitiesand all thewords
that arenot thestop-words. It isobviousthat inthefirst option of matrix building, itsdimensionismuchsmdler than
in the second, which should provide for asignificant boost inthe method performance. The second option makes
it possibleto obtain the moredetailed semantic spacewith the corresponding losses in performance. Sincethe
news streamstend to describe certain eventsoccurring during afixed period of timein specific locations and with
gpecific participants, thefirst approach can produce acceptable quality analysiswith aconsiderable acceleration of
dataprocessing.

For further use of the“termsto documents’ matrix, it can be normalized using the TF1DF normalization
[5] to determinethe weight of termsin specific documents, but fromthe viewpoint of determining theweight of
anamed entity, it may not beentirely correct. For example, if wetalk about the Russian newsfeeds, it isclear
that in an overwhelming number of newstexts, the referencesto the country’s president and geographical entity
“Russid’ will occur. However, it isimpossibleto reducetheweight of theseterms, becausethey are not the noise
onesand arerelated to specific eventsand another named entities. Thismay betruefor the newsfeeds of other
countriesaswell.

Application of L SA to various“termsto documents’ matrices

Regardless of the method for constructing the “termsto documents’ matrix, the method of singular value
decomposition and semantic space dimension reductionis applied thereto, whichwere described in detail inthe
above-mentioned general description of the method. Asaresult, avector of coordinatesin the semantic spaceis
determined for each term and document.

When constructing the “termsto documents’ matrix, which containsonly theidentified named entitiesas
terms, the strength of semantic relation betweendl termsis calculated by themethod of cosine distance calculation
(acosineof the angle between the vectors):

cos¢$ = 2 3

MREINTY

The cosineof the angle between the vectorsisdetermined by theratio of the scalar product of vectorsto the
product of their lengths.

The choice of the cosine distance caculationis due to thelack of the necessity in result normalization.

When congtructing the “termsto documents’” matrix, which contains asterms not only theidentified named
entity, but all thewordsexcept for the top-words, the strength of semantic relationis calculated only betweenthe
named entities according to theformula(3), and the vectors of dl other termsare not taken into account.

The difference between the above methods consistsin that when restoring the hidden component (the S
matrix in formula (1)) and the semantic space vector, thefirst approach uses only the named entities, and the
second approach usesthe named entitiesand all other terms.
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3. RESULTS

Thework result isasoftwareimplementation of the described method and itstesting onreal newsstreams. To
evduate the LSA method performance at variousmethods of constructing the vector space of documentsand with/
without the TF-1 DF normalization, six random news articles published onAugust 4, 2016 were selected. Sucha
small number of articlesisdueto the necessity invisual evaluation of themethod performance resultsonasmall
amount of data. Table 1 providesalist of newsarticlesthat were used for the anaysis.

Table 1. List of newsarticlesfor analysis

N Article titles Source
1. | The Syriangroup demands prisoners exchangefor the Mi-8 | http://www.rbc.ru/politics/04/08/2016/
crew bodies 57a3a2df9ar94727cfcce351

2. | TheUnited Russiaparty called onthe Ministry of Education to | https//lentaru/news’2016/08/04/minobr/
stop scaring the nation with the reduction in budget placesand

scentists

3. | Klintsevich predicted Russia'srefusal to replacethe candidacy | https:./lenta.ru/news/’2016/08/04/klinc/
of Ambassador to Ukraine

4. | The petition for the resignation of Medvedev gained 100 | http:/Mww.gazetaru/politicsnews 2016/
thousand signatures per day 08/04/n_8959577.shtmll

5. | Peskovcommented onthesize of salariesamong teachersin | https://lenta.ru/news/2016/08/04/
connection with the Medvedev’s statement peskov_medved/

6. | Zurabovwasremoved fromthepost of Putin’srepresentative| https://lenta.ru/news/2016/08/04/
for economicrelationswith Ukraine zurabov/

Intotal, 28 named entitieswereidentified fromthe given newsarticles. The number 3 (a 2-fold reductionin
space) was chosen as the value for the coefficient of the semantic space dimension reduction k. All relations
between the named entities, the strength of which (acosine of theangle between vectorswithinthe semantic space)
exceeds0.81, weretakenfor the consderation.

Fig. 1. The LSA method results, when only the identified named entities without using TF-IDF
normalization are introduced into the “terms to documents’ matrix. The required subgraph is highlighted in red.
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To verify the correctness of the algorithmat different methodsfor constructing ameatrix and usingthe TF-IDF
normalization, three named entities were selected: L ebanon (astate on the eastern shore of the Mediterranean
Sea), Damascus (the capital of Syriabordering with Lebanon) and Hezbollah (the Shiite organization and the
politica party advocatingfor the cregtion of an Idamic statein Lebanon by andogy with Iran, whichwasrecognized
asaterrorig group by many countries). All three named entities have smilar features— they occur onceonly inthe
first article, whereinthis article never mentionsthe named entitiesthat occur inthe texts of other news articles.
Besides, the essence and the participants of thisarticle do not interact with the other listed articles. In these
circumstances, it islogica to assumethat the output is supposed to be a separate from the above graph with the
given named entities.

Figure 1 showsthat it ispossbleto conclude that the assumption onthat the output graphwill contain separate
subgraph that connects only the named entitiesof Lebanon, Damascusand Hezbollah was confirmed when applying
the L SA method to the matrix containing only the named entities.

Fig. 2. The LSA method results, when the identified named entities and all words except for the stop-words without TF-IDF
normalization were introduced into the “terms to documents’ matrix. The required subgraph is highlighted in red.

Figure 2 makesit clear that thenamed entities selected for verification were associated withthe named entities
fromother newsreports, becausethe anaysisused the“termsto documents’ matrix that contained dl terms, rather
than the named entitiesonly. At closer examination, it becomes clear that the formation of new relationsis affected
by thefollowing words. business, read, atement, and document. Thesewordsare present inthemgjority of these
documentsand carry no general semarntic load.

Fig. 3. The LSA method results, when the identified named entities and all words except for the stop-words with TF-IDF
normalization were introduced into the “terms to documents’ matrix. The required subgraph is highlighted in red.
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Figure 3makesit possbleto conclude that when introducing the TF-I DF normalization, the problem of the
noise wordsinfluence waseliminated, however provided that the identified named entities occur only onceand in
onearticle. For the named entitiesthat occur in severd articles, their weightswithin the “termsto documents’
meatrix arereduced and become commensurate withthe weights of theremaining words on such scanty data, which
iswhy the strength of relations between these objectsincreases due to the equivalence of their interrelationsto the
relationswith therest of the words. At sufficiently big data, this problem can be eliminated dueto arare use of
named entities ascompared to therest of thewords, but it can be correct not for al entities, whichwas aready
discussed intheintroduction.

4. CONCLUS ON

The proposed method can detect semarntic relations between named entitiesfromtheflowsof unstructured
text information. Testing this method gave acceptableresults on the newsflowsfor aspecific period of time. In
addition, the analysisresults were compared using different methodsfor constructing thetermsto documents’
meatrix, and aconclusion was made on that using only named entitiesin the news section astheanalysisinput data
ensuresquite acceptable resultsand anincreasein the method performance ascompared to the of all termsfor
andyss.

The main disadvantage of the LSA method isthe assumption that the wordsin the documentsare distributed
according to thelawsof normal distribution, whichisnot awaysthe case. For thisreason, inthefuture we should
congder using a probahilistic method of latent semantic analysisand itsmodifications[10].

This method takesinto account the exact number of referencesto anamed entity in thetext of the document,
even thoughtheentity can bedetermined by apronounor indirectly (he, him, she, thisperson, inthiscountry, etc.).
Thisproblem cannot be solved without the gpplication of parang [ 11], grammar bonds[ 12-13], whichwill significantly
reduce the method performance, but it will significantly improvethe resultsof theanalysis, and provide many other
useful results.

Theused method can be gppliedin thefutureto thelatent semantic indexing of newstexts and semantic search
for the documentsrelevant (textscloseinthe strength of semantic relations) to the request. However, thiswork had
the task of finding relations between the named entities.
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