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Improved Load Management in Cloud
Environment using MHT Algorithm

Akhilesh Kumar Bhardwaj* Dr. Rajiv Mahajan** Dr. Surinder***

Abstract : Proficient routines are desirable to make sure the effectual load supervision of contract out data on
un-trusted cloud servers. This paper exhibits an overview of fundamental mechanisms of cloud computing in
opening segment and illustrates consideration of load management improvement in the later one. Load
management for autonomous tasks is a key issue in cloud atmosphere. In this paper, we propose a valuable
algorithm named Merkle hash tree algorithm for suitable load management. Our article put forward an
improvement over enhanced bee colony (EBC) algorithm meant for competent and valuable load management
incloud surroundings. The process al so seeksto shorten makespan time along with theamount of task migrations.
The experimental results illustrate considerable development in favor of the service quality offered to the
customers.

Keywords : Cloud Computing, Load Management, MHT Algorithm, EBC Algorithm, Makespan time, Task
Migration.

1. INTRODUCTION

Theinitiative at the back of cloud technology (CC) cameinto theredity after theexpansionof grid, parallel
and digtributed computing [ 1]. Cloud technology takesaccount of rdliability, virtudity, deliberate service, scaahility,
adaptability, enlargedintelligence, efficient autometic controlling and elevated service qudity [2]. Mutudl verification
isthemog considerable chalengeincloud. Severad verification methodscan be used for authenticating the customer.
Few verification methodslike plain password verification can beimplemented with ease. Though, they are meager
and prehistoric [ 3]. Formulate the use of atrustworthy third party auditor (TPA) can be abetter way of assuring
data security [4]. Cloud computing formation encloses two establishment layers. amanagement layer (ML) anda
virtualization layer (VL) [5]. Management layer executeselementsto assist the cloud operations. These elements
incorporate intrusion detection, scheduler, hypervisor interface, load distribution, vaidation engine, external &
internal APl and virtud jobselement. Ontheother end, the Virtudization layer isenclosed by serversand platforms
covering hardware which are virtualization enabled. Cloud load management and scheduling problems are
considerably NP hard problems. To ensure service quality, suitable load management and scheduling isrequired
between nodesin the scattered cloud atmosphere. A competent load management mechanismattemptsto speed
up thetimeof execution for customer desired services. It dso helpsin squeezes systemdisproportion and provides
areasonable accessto the customers. Improved load management produces good QoS parameterslike scalahility,
response time proper resource utilization and fault tolerance. Task migration time can also be improved with
superior load management. Theupgrading inthesefeaturessurely ensuresexcellent service quality for thecusomer’s
applications. The active character of cloud computing circumstances desiresadynamic algorithmfor resourceful
load management in between the nodes.
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2. MERKLEHASHTREEALGORITHM (MHT)

Digtributed sysems utilizean efficient datastructure called Merkletreesto compute the hash of alog with k
events suchthat the contents of anindividual event can be verified in O (log k) time. The leaves are the hashes of
each individua event. These hashesareincrementally combined with the hashes of their neighborsaswetravel up
thetree. Theroot hashisactively ahash of thewhole database, computed using the hashes of theleft and right
subtrees. The true advantage of the Merkle tree is when we want to prove that the i™ record has not been
tampered with. Suppose acustomer hasobtained theroot hash fromatrusted server and thenretrieved an edge
fromanuntrusted host. To verify theintegrity of the edge, the customer needstheuntrusted host to also send it the
hashes so that it can reconstruct the path leading fromthe edgeto theroot hash. Hence, verifying that any given
recordr isinfact thei™ event inthelog only requirestransmitting and computing “i—1" hashesand not thefull tree.
This sequence of hashesis called an audit path. Once an event has occurred, its presence in the log must be
preserved [6].

3.LITRATURE SURVEY

Enhanced bee colony agorithm has been presented in paper [ 7]. The authors have modified the bee colony
dgorithmto maketheload management more powerful, moreredistic. Hereload management metricslike mekespan
time and task migration has beenwidely explored. In paper [8], load management based onimproved throttled
agorithm hasbeen shown with superior reponsetime asagaingt to existing throttled and round-robin algorithms.
L oad management based on Ant colony algorithm has been proposed inpaper [9]. The themeisdeveloped on
pheromone deposition. Most of the antsare fascinated towardsthe node having least load. So highest pheromone
deposition cropsup at that node and the system performanceisimproved. Regponse time based load management
has been expressed in paper [ 10]. Thesuggested moded reflects about the present responsesand itsvariationsto
pick the distribution of fresh received requests. This model helpsin eliminating the requirement of needless
communication.

In paper [11], aresource intensity aware load management algorithmisprojected. The algorithmrealizes
least-cost and quicker convergenceto theload equilibrium state. It also curtailsthe probability of futureload
discrepancy. In paper [12], artificial bee colony algorithm based load management mechanism was proposed.
Cloud throughput isoptimized by emulating the behavior of honey bees.

4.PROPOSED ARCHITECTURE

The customers put forward their miscellaneous applicationsto the Cloud Service Provider (CSP) througha
communication gateway [13]. Therequestsfromthe cusomersarelined up indatacenter of the CSP. The secondary
serversarethen verified for theleast load with the performance level of thecentral processing unit for the presently
executing task. Therequested jobisthenalocated by CSP to the secondary servershaving least load to process
thetask. Accordingly, the Customer requested job will be alotted to the available secondary server which contains
least load and it is concerned to processthe requested job of the cusomers.

The objectiveisalienated into several componentsincluding design and implementation of the proposed
protocol to ensure suitable load management with parameterslike makespan time, migrationtime, fault tolerance,
response time and scalahility. In the proposed MHTA (Merkle Hash Tree Algorithm) model, MHT supports
mutually inload management and filescompression. At this point, TPA backsthe cloud client for assuring the
dynamic dataintegrity. For theperiod of the audit, the TPA verifiesthat client dataisleft unharmed or not. Thus the
cloud computing stage of economy isachieved properly.

Sepsof working of projected system areasfollows:

Sep 1: Establishment of Vaidation

Step 2: Readtheinput file

Sep 3: Authentication

Step 4: File Sharing
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Sep 5: Encryptionwith Key Generation

Sep 6: MHT Block Divison

Step 7: Decompression

Sep 8: Decryption

Sep 9: Load Management by MHT

L oad Management usngMHT algorithm hasbeen stepped in as: Afileisdivided up into k number of

datablocks. Every block ishashed and these hashes of blocksaretheleavesinthe hashtree. Nodesinthetreeare
the hashes of their respective children. Concluding hash valuein asolo node becomes atop hash value.

6. EXPERIMENTAL RESULTS

The proposed procedureisdonein areal time development with Net Beans|DE 8.1 framework, JDK 1.8
with My SQL. In thisassorted background, diverse specification based VM s are taken into consideration.
Cloudletswith capricious conditionsare put forward into thiscloud surroundings. The amount of makespan and
migrations are considered and evaluated with existing enhanced bee colony algorithm. The makespan time of
the suggested system with enhanced bee colony agorithmisout in Table 1. The makespantimeisgraphicaly
symbolized inFig. 1.

Table 1. M akespan Time Comparison.

Sr. No.  No. of cloudlets  Enhanced bee colony algorithm (in Seconds) MHT algorithm( in Seconds)

1 10 43.85 35.66
2. 15 68.85 60.76
3. 20 78.85 70.23
4, 25 100.1 0
5. 30 118.85 106
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The aboveresults clearly exhibit that makespan timeistrimdown into a noteworthy amount while using
Merkle hash tree dgorithm and subsequently the customerswill find quick response ascompared to the previous
methods. If the number of task migrationsislarger thenit will critically influencethe cloud performance and inthat
way reducesthe service quality. A superior scheduling and load management mechanismwill definitely reducethe
number of task migrations. For better results, the projected schemeisalso considered for the number of task
migrations. The outcomeisderived intheTable 2. Theend result intheTable 2 illustratesthat the number of task
migrationsis shortened while usng Merkle hash tree algorithm. The number of task migrationisgivenintheFg.2.

Table 2. Task Migration Comparison.

Sr.No. No. of cloudlets Enhanced bee colony algorithm MHT algorithm
1 10 2 1
2 15 3 1
3 20 7 2
4 25 11 4
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The above experimental outcomes sum up that Merkle hash tree algorithm not only reducesthe makespan
time but also the number of task migrations compared to the stated existing enhanced bee colony algorithm.
Thereforeit fecilitatesefficient utilization of computational resourcesin the cloud scenario. Inview of thefact that
thedgorithm diminishesthe completion and reduced number of task migrations, it will surely furnish better QoSto
thecusomers.

7.CONCLUSON

This paper suggestsM erkle Hash Tree agorithm for well-organized load management in cloud conditions.
Theinvestigational outcomesverify that the projected hash based agorithmdo better than the available enhanced
bee colony agorithm by minimizing the makespan time and number of task migrationsand so furnish better service
qudity to thecustomers. The projected work can dso be used infuturefor different load management and scheduling
metricsor inassociationwith dissmilar dgorithmsfor superior outcomesin diversified phase of load measurement
domains.
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