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Abstract  :  Social networks have an increasingly attractiveness on the internet, in today’s challenging business
environment, it is essential to gather, monitor and examine the user data on their own and on their opponent’s
company, social influence analysis in social media is often use for diverse tasks such as information retrieval,
recommendations, business intelligence, etc. big organizations recognize this thing, so they use a social media
as a marketing tool It can be done by using social media sites like Facebook, Twitter, and blogs. Existing social
media analytics frameworks do not deliver benchmarks that permit businesses to relate customer sentiment on
social media to easily know where businesses are doing good and where they need to develop, Also current
social media analytics framework does not consider all the reviews for analysis, if the reviews and tweets are
in another language then existing system does not consider them for analysis purpose, so whatever result
comes, in the end, is not accurate. This paper present a social media competitive analytics framework that can
be used to gather industry-specific marketing intelligence and by using Microsoft language translator the paper
can convert other languages reviews and tweet into English language so whatever the result came, in the end,
is definitely more accurate than the current system because this paper considers all the reviews for the analysis.
Based on the idea of the proposed framework, new social media competitive analytics with sentiment benchmarks
can be industrialized to improve marketing intelligence and to recognize specific areas in which businesses are
leading and lagging, By using proposed framework, The paper present an innovative business-driven social
media competitive analytics tool to analyze tweets associated with food companies and to make meaningful
business reports.
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1. INTRODUCTION

During the last decade, humans have enjoy exponential development inside the use of on-line assets, specifically,
social media and microblogging websites inclusive of Twitter, Facebook, and YouTube. Many companies and
agencies have diagnosed those sources as a rich deliver of advertising and marketing knowledge. commonly
companies used interviews, questionnaires and surveys to get feedback and insight into how customers feel about
their items. these ordinary techniques were frequently notably time-consuming and expensive and did now not
continually display the outcomes that the corporations had been seeking out due to environmental elements and
badly planned surveys. Microblogging has come to be a very popular communication device among internet users.
millions of offers are seem each day in popular websites that give services for microblogging which includes Twitter,
Facebook. users of those services write approximately their dwelling, share opinion on a mixture of subjects and
speak about present issues. due to a free design of messages and an smooth comfort of microblogging structures,
internet customers be possibly to shift from standard conversation equipment to microblogging offerings. As an
increasing number of users publish approximately goods and offerings they use and say their political and spiritual
view, microblogging websites become valuable supply of human beings opinions and sentiments. Such information
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may be professionally used for advertising and social take a look at. Sentiment analysis is a entire research subject
which has been within the look at for decades. Its initial use become made to investigate sentiment based totally on
long texts together with letters, emails and so forth. it’s also deploy in the discipline of pre-and post-crime analysis
of crook movements. versions of approaches had been observe for the identical. applying this field with the
microblogging group is a tough job. This mission have become our notion. unnecessary to mention, we aren’t the
first ones to paintings in this location. there was substantial research in machine learning to sentimental look at for
social networks. The paper tries to improve the present methods by means of growing options to the research.

Sentiments of tweets can be categorize into many category like high-positive, terrible, neutral, extremely high
quality, extremely negative, and so on. the 2 styles of sentiments measured in this classification experimentation are
positive  and negative sentiments. The facts, being categorized by humans, has quite a few noise, and it’s tough to
get suitable accuracy. now, the pleasant results are received through Naïve Bayes classifier

2. RELATED WORK

Sentiment analysis caught interest as one of the maximum energetic research areas with the explosion of social
networks. The large consumer-generated content material as a result of those social media contained valuable data
in the shape of reviews, opinions, and so on. about merchandise, activities, and people. most sentiment evaluation
studies use machine learning strategies, which require a big amount of consumer generated content material for
training. The research on sentiment analysis to this point has particularly targeted on  things: identifying whether a
given textual entity is subjective or objective, and identifying the polarity of subjective texts. it has been a generally
used region through the years and nevertheless it leaves plenty to be explored.

2.1. Sentiment analysis

Sentiment analysis has been finished on a number of topics. as an instance, there are sentiment analysis studies
for movie opinions [4], product critiques [5], and information and blogs ([3], [6]).

2.2. Issues in Sentiment Analysis

 Research reveals that sentiment analysis is more difficult than traditional topic-based text classification, despite
the fact that the numbers of classes in sentiment analysis are less than the number of classes in topic-based classification
[4]. In sentiment analysis, the classes to which a piece of text is assigned are usually negative or positive. They can
also be other binary classes or multi-valued classes like classification into “positive”, “negative” and “neutral”, but
still, they are less than the number of classes in topic-based classification. Sentiment analysis is tougher compared
to topic-based classification as the latter relies on keywords for classification. Whereas in the case of sentiment
analysis keywords a variety of features have to be taken into account. The main reason that sentiment analysis is
more difficult than topic-based text classification is that topic-based classification can be done with the use of
keywords while this does not work well in sentiment analysis [2]. Other reasons for difficulty are: sentiment can be
expressed in subtle ways without any perceived use of negative words; it is difficult to determine whether a given
text is objective or subjective (there is always a newline between objective and subjective texts); it is difficult to
determine the opinion holder (example, is it the opinion of the author or the opinion of the commenter); there are
other factors such as dependency on domain and on order of words [3].

2.3. Classification of approaches

Sentiment analysis is formulated as a computational linguistics trouble. The category can be approached from
exclusive perspectives relying on the character of the undertaking to hand and attitude of the character carrying out
sentiment analysis. The acquainted methods are discourse-driven, relationship-pushed, language-model-driven, or
key-word-driven. The undertaking discusses these strategies within the next subsections.

2.3.1. Knowledge-based approach

In this approach, the sentiment is calculated as the function of some keywords. The main task is the construction
of sentiment discriminatory-word lexicons that indicate a particular class such as positive class or negative class.
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The polarity of the words in the lexicon is determined prior to the sentiment analysis work. There are variations to
how the lexicon is created. as an instance, lexicons can be created by beginning with some seed phrases and then
the usage of some linguistic heuristics to feature extra phrases to them, or starting with some seed words and
including to these seed words other words based on frequency in a text [2]. For sure programs, there are publicly
available discriminatory word lexicons for use in sentiment evaluation. Twitter affords opinion tracking service of
public sentiments for Twitter sentiment evaluation.

2.3.2. Language models approach.

In this technique, the type is done by using building n-gram language fashions. A gram is a token or lexicon
considered for training and type. N-gram represents a fixed of such chosen lexicons. generally, in this approach
frequency of n-grams are used. In traditional records retrieval and subject matter-oriented class, the frequency of
n-grams offers higher outcomes. The frequency is converted to TF-IDF3 to take time period’s significance inside
the record to be categorized. In a study, [3] display that inside the sentiment classification of film overview weblog,
time period-presence offers higher effects than time period frequency. They indicate that uni-gram presence is
more desirable for sentiment analysis. however later ([3], [5]) found that bi-grams and trigrams worked better than
uni-grams in a study of sentiment category of product opinions.

2.3.3. Discourse structures and semantics approach

This approach is very dominant within the programs where the earlier type of instructions isn’t viable. The text
is assessed when it’s miles encountered into the first-class class it fits (in the context of its goal). based at the
similarity of the semantics of phrases within the textual content, they’re grouped collectively and tagged into
instructions. as an example in critiques, the overall sentiment is commonly expressed at the end of the text [2]. as a
result of the technique, in this situation, might be discourse-pushed wherein the sentiment of the whole review is
received as a characteristic of the sentiment of the unique discourse additives within the overview and the discourse
members of the family that exist among them. for instance, the sentiment of a paragraph that is at the give up of the
assessment might be given extra weight within the dedication of the sentiment of the whole evaluation. Semantics
can be used in role identity of retailers wherein there is a want to accomplish that. for example “India beat Australia”
is different from “Australia beat India”.

most of the methods for sentiment analysis confirmed on polarity dataset are statistical processes. An exception
is [Taboada, 2011] wherein creator presents a lexicon-based totally approach to eliminating sentiment from text
primarily based on semantic route. The semantic direction is a measure of subjectivity and opinion that’s gift inside
the textual content. They deliver the semantic orientation fee of each form of phrase, with a noun, verb, and
adjective. The very last value of the text is calculated by becoming a member of the cost of all tokens. finally, this
approach achieves73.67% of accuracy. [15].

[Kennedy and Inkpen, 2006] suggests  tactics for showing the sentiment stated with the aid of a film
overview:

1. The have an impact on of valence shifters on classifying the evaluations- negations, intensifies and diminishes
2. ML set of rules, SVM with unigrams then add bigrams (bigrams includes a valence shifter and another

phrase)
 First, the positive and negative terms are taken then, the overview is taken into consideration fine if it covers

more high quality than bad phrases, and negative if there are extra terrible terms. The valence shifters regulate the
semantic orientation of every other word, which trade its sentiment. as an example, a negation headed a effective
word will change the word to bad experience. sooner or later, the bigrams containing a valence shifter and opportunity
sentimental time period are added to unigram to shape SVM version. The result is 86.2% of 10 fold CV [7].
[Wang and Manning, 2012] suggests using bigram functions for sentiment classification. This paper describes a
method of SVM version the usage of NB log-depend members of the family as functions. They defined the
accuracy of 10 fold CV is 89.forty five%. another declare is that NB resolves the sentiment analysis challenge
better than SVM [17]. [Whitelaw, 2005] become supplied Appraisal businesses as a new approach. Appraisal
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concept is in the technique of system networks represented with the aid of classification of expressions. A full
appraisal look is a piece of textual content expressing appraisal of some sort. Appraisal expressions are the
primary debris for evaluation of ways terms are expressed in a text, and so getting rid of them is the primary task
for appraisal analysis. It became said to achieve the accuracy of 90.2% with 10 fold CV [18]. [Martineau and
Finin, 2009] presented a method in choosing and demonstrating the feature. Delta DFIDF become related with
vintage TF-IDF to peer the advantages. In sentiment documents, sentimental phrases like “hate”, “love”, “angry”,
“satisfied”, “unhappy”, and “worst”, incline for use in a large quantity of these documents, giving low IDF rankings.
concurrently, the TF is low. for this reason, TFIDF isn’t always useful. They said the accuracy of 10 fold CV
accuracy is 88.1% with early feature set is unigram [19].[Tu, 2012]

Convolution kernels guide the modeling of compound syntactic statistics in system learning tasks, but it’s far
complex to the sort and size of syntactic structure used. Authors say that Pang and Lee 2004 considers a flat
characteristic vector to represent the files, but it does no longer gather crucial facts observed from structural
linguistic evaluation of the files. The paper studies diverse linguistic structures encoded as worry kernels with the
characteristic is the classification of phrases, the sequence of POS tags and grouping of both. The final result of 10-
fold move affirmation is 88.50% bag of words features the usage of vector kernel and POS replacement [20].[Pang
and Lee, 2004]  on this paper they’d a purpose to cast off objective sentences. The approach is to explain
minimum cuts in graph principle. The technique is complicated the use of the subjectivity functions, however it’s far
said to acquire 87.2% [21].

Table 2.1. Literature Survey

Author Technique Source of data limitation

Tseng 2012 [22] Naïve Bayes classifier Twitter Work on assumption of real

world data

Mesuf kaya 2012 [23] SVM, maximum entropy Political news channel of turki Not efficient in accuracy

Duan 2012 [24] SERPERF model Review of hotel Analysis is not completely cover

if sentence is more than

one dimension

Claster 2011 [25] Artificial neural network Movie review This system requires visualization

(ANN) for better and accurate result

Xu 2010 [26] Backpropagation network BBS Hotness Topic This system calculates

the sentiment of entire document

Simm 2010 [27] ReadMe, Tagger VoiceYourView For this system sentiword,

dictionary is required

Chavlit 2005 [28] N-gram classifier and Movie review Semantic orientation gives result

semantic orientation for small amount of sample data

Pang 2002 [29] SVM, maximum entropy Movie review Only work for document

level analysis

3. ARCHITECTURE OF THE SYSTEM

The architecture of the proposed system is shown in Figure 3.1. Sentiment analysis process involves 8 main
blocks, social media, data collection, pre-processing, translator, naïve Bayes algorithm, topic modeling, Result,
and Visualization

Step 1 : In the first step, collect the information from different social media sites like Facebook and twitter,
these social media sites contain a large amount of user-generated data in the form of text.

Step 2 : In second step, the data which is present on social media sites is collected by using API, there are two
APIs use to collect the data from the social media sites, such as FACEBOOK4J and TWITTER4J.
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Step 3 : Thethird step is pre-processing. In this step is done for cleaning the data. In pre-processing some
basic steps are followed for cleaning the data such as,

1. Removal of URL : The URL which is present in the string is removed.
For ex. www.pict.com/meit/pct.the day is beautiful.
After removal of URL, the string is become like, the day is beautiful.

2. Removal of email id: The email address which is present in the text is removed.
        Ex. I am so happy pict@gamil.com.
       After removal of email id, the string is become like, I  am happy.
3. Removal of Punctuation, special Character, and images.

Ex. !@#$%^&*()_+<,>.?:;”{}’  all of these are removed.
4. Remove spaces : If there is more the one space is present in the string between two words then that

space is removed.
5. Remove stop words : All stop words like, is, the, am, are, etc. all are removed.

Step 4 : In this step the project use Microsoft Language Translator, the data gather after preprocessing is a
mixture of Hindi and English language, convert all those words into English by using Microsoft Language Translator

Step 5 :
1 In this step, train the naïve Bayes classifier, for training purpose use amazon fine food review dataset. This

dataset has a collection of reviews on food products, like, I love this chocolate or the cake is good or the
lays chips are not that much tasty etc.

Fig. 3.1. System Architecture
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2. This data set provides to our preprocessing model for preprocessing, after pressing provide this data to
the Galileo API for labeling into positive and negative,

3. Now by using labeled preprocessed data train the naïve Bayes classifier
4. Once the classifier is trained save this classified naïve Bayes in CSV file.

By using this CSV file the project can test no. of the different dataset as well as the live tweets or reviews
collected from social media sites.

Step  6 :  In this step use MALLET for topic finding which is present in the text document, mallet work on the
frequency of words occurrence in the document. By using this technique The project can identify the hottest topic,
that people are talking about, also can find that the reason of their opinion why they are positive or negative.

Step 7 :  In the seventh step, show the results that what is the main topic present in document and whether it
is positive or negative, also show the tweets and comments which are relevant to the topic, so the user of this
system can understand the reason behind the topic that why it is positive or negative.

Step 8 :  Finally result is also shown in the visualize manner which represents how many people are positive or
negative, and their bar graphs.

3.1. BACKGROUND

3.1.1. Translator

The paper uses a Microsoft translator for converting the Hindi language words into English, to do so Microsoft
translator API is used, which is open source and free to use. So the naïve base classifier can classify the provided
data more accurately, and whatever result come in the end, that sentiment result is more accurate than the previously
existing system Because no other system uses language translator for better result

4. EXPERIMENTAL WORK

Different experiments are performed to evaluate the performance of the proposed system for sentiment analysis.
Evaluation of opinion mining (classification) approach is done by evaluation parameters such as accuracy, precision,
recall, and F-measure.

4.1. DATA SETS USED

Amazon fine food dataset is used for training and evaluation of algorithms for sentiment analysis. Weka tool is
used for classification of reviews and tweets.

4.2. EXPERIMENTS PERFORMED

The performance of different machine learning classification algorithms for sentiment analysis of tweets and
reviews is tested using Weka tool. The performance of proposed naïve Bayes with language translator and topic
modeling based approach is compared with different machine learning algorithms.

• Required Dataset Information
Experiment 1 is performed to evaluate the accuracy, precision, recall, F-measure and confusion matrix
values of different classification algorithms and proposed naïve Bayes method with language translator
and topic modeling approach. In this experiment, the paper trained and test different machine learning
algorithms for Dataset of Amazon fine food which has12000 tweets and review [43].

• Classifier Accuracy for no. of Tweets And Reviews
Experiment 2 performed to test the accuracy value of different classification algorithm and proposed naïve
Bayes based method for sentiment classification against a number of tweets and reviews. In this experiment,
the project test different machine learning algorithms and proposed naïve Bayes based method fora set of
1400, 5000 and 8000 reviews and tweets. The paper read and selected 50% are positive and 50%
negative reviews in each test dataset.
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Table 4.1. 8000 Amazon fine food reviews.

Procedure No. of Reviews

Dataset 8000

Training Dataset 6400

Testing Dataset 1600

Positive Category(Training and Testing) ( Training 3200 and Testing 800)

Negative Category(Training and Testing) ( Training 3200 and Testing 800)

4. ANALYSIS PROCEDURE

4.1. ANALYSIS PROCEDURE OF SENTIMENT ANALYSIS

For analysis of a classifier Precision, Recall and F-measure are considered. Precision is the fraction of retrieved
documents that are relevant to the find. The recall is the fraction of the documents that are relevant to the query that
is successfully retrieved. F-measure is a combined measure of precision and recall.

Precision =
TP

TP + FP
(4.1)

Recall =
TP

TP + FN
(4.2)

F-measure = 2*
Precision * Recall

Precision + Recall
(4.3)

Where,

1. True positive(TP) – number of reviews correctly labeled as belonging to particular class(positive/negative)

2. False positive(FP) – number of reviews incorrectly labeled as belonging to particular class

3. False negative (FN) – number of reviews were not labeled as belonging to the particular class but should
have been labeled

4.1.1. Comparison of Algorithms for Sentiment Classification

Analysis of sentiment analysis method is performed by comparing different algorithms with proposed naïve
Bayes. For classification of a dataset of 280, 1000 and 1600 test reviews. The performance of different classification
algorithms and proposed method is compared in Experiment 1, Experiment 2 and Experiment 3.Table 4.2, contains
accuracy results. Table 4.1contains results of confusion matrix for different classification algorithms

EXPERIMENT 1: The objective of this experiment is to show that NB performs better than other algorithms
which we have considered for comparison for a small set of reviews. The confusion matrix in Table 4.1 Shows the
proposed naïve base method identifies positive and negative polarity review more accurately than other classifiers.

Table 4.1. Confusion Matrix Result for the Set of 1600 Test Review

SVM Random Decision KStar NB Classified

Forest Tree as

Positive Negative Positive Negative Positive Negative Positive Negative Positive Negative

704 73 718 59 660 117 703 74 690 110 Positive

105 718 133 690 159 664 223 600 22 778 Negative
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Confusion matrix shows that accuracy of NB classifier is (91.75%) which is better than SVM (88.87%),
Random Forest (88%), Decision tree (82.75%) and KStar (81%).It shows that NB classifier is more efficient than
other algorithms.

Table 4.2. Classification Results for Set of 8000 Reviews

 Total number of reviews in training 6400 Reviews

Total number of 1600 Review
reviews in testing

Classifiers SVM Decision Random KStar NB
Tree Forest

No. of reviews correctly classified 1422 1324 1408 1303 1468

Accuracy 88.87 % 82.757% 88% 81% 91.75%

Precision 0.87 0.806 0.844 0.759 0.876

Recall 0.906 0.849 0.924 0.905 0.972

F-measure 0.888 0.827 0.882 0.826 0.921

Time is taken to build model 50.97 sec 71.13 sec 91.22 sec 0 sec 84.55 sec

Experimental results show that proposed Naïve Bayes algorithm is better than other algorithm in case of large
size set of reviews. It provides high accuracy, precision and high recall for classification of text as positive or
negative

4.2. COMPARISON OF ALGORITHMS FOR NUMBER OF REVIEWS

Table 4.7. Accuracy of Different Classifiers.

Classifier accuracy

No.of reviews SVM Decision TreeRandom Forest KStar NB

1400 81.42% 73.57% 82.5% 75% 85.5%

5000 87.2% 82.2% 86.2% 80.8 97.5%

8000 88.87% 82.75% 88% 81% 91.75%

Different classification algorithms are compared for a number of reviews in testing. A set of 1400, 5000 and
8000 reviews is used to analyze classification algorithm for a number of reviews is Experiment 1, Experiment 2 and
Experiment 3. Table 4.7 contains accuracy result for different classification algorithms. The result of sentiment
classification accuracy against a number of reviews. The accuracy of NB varies 85-98% for sentiment classification
of review text.

5. RESULT AND DISCUSSION

The performance of sentiment analysis classification methods is evaluated by different evaluation parameters
such as precision, recall, f-measure and confusion matrix. Detail of this evaluation is explained below.

5.1. RESULT OF SENTIMENT CLASSIFICATION

Different aspects such as accuracy for a number of reviews, different sets of review and correctly classified
sentiments are considered for evaluation of sentiment analysis classification results. Detailed discussion on results is
given below.
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5.1.1. Performance of Algorithms on Test Data

The papper evaluates and compared the proposed naïve Bayes based approach of sentiment analysis with
existing machine learning algorithms in experiment 1. Graph of accuracy for a set of 5000 reviews for sentiment
classification by different algorithms is presented in Figure 5.1. It shows that the accuracy of proposed method is
97.5%. It is greater than existing machine learning algorithms such as SVM (87.2%), Decision Tree (82.2%),
Random Forest (86.2) and KStar (80.8). Thus higher results are obtained by proposed naïve Bayes method for
sentiment analysis of the reviews as positive or negative opinion polarity review.

Fig. 5.1. Accuracy of Different Classification Algorithms.

Figure. 5.2 shows the graph of Precision, recall, and F-measure against different classification algorithms. It
shows that the proposed Naïve Bayes method for sentiment classification obtained higher Precision, Recall, and F-
measure values.

5.1.2. Performance on a number of reviews and tweets.

The classifiers behavior can vary for a number of reviews, so the performance of the algorithm is tested for a
set of a number of reviews in experiment 2. The graph of results obtained for a set of a number of reviews by
different algorithms is shown in Figure 5.3. The results of opinion classification accuracy against a number of
reviews show that accuracy does not vary much for a number of reviews. The accuracy by naïve Bayes method
varies (85.5-97.5%) for sentiment classification of review text. It performs better than SVM (81.42-87.2%), DT
(73.57-82.2%), RF (82.05-86.2%) and KStar algorithm (75-80.8%)

Fig. 5.2. Precision-Recall and F-Measure of Different Classification Algorithms
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6. CONCLUSIONS AND FUTURE WORK

6.1. CONCLUSIONS

Recently every company are using social media sites to improve their business strategies, they provide verity
of service to interact with customers, to understand the opinion of their product so they can build a strategy to
improve them self, and as a result a huge amount of user generated data is created every day on social media site,
from a business perspective it is necessary to analyze those data faster and more accurately, but previous systems
are not accurate to do this job.

As the main contribution, this paper present a framework for social media sentiment analysis, that uses some
methods for improving the sentiment classification of a customer’s review, such as, use of language translator,
Naïve Bayes algorithm, and MALLET topic modeling.

This paper uses a naïve Bayes algorithm which has good accuracy, but after using naïve Bayes with language
translator and MALLET topic modeling, the accuracy of the total outcome is far more increase, because no other
system uses language translator, they simply eliminate the tweets and comment which is in another language rather
than English, so whatever result comes is not accurate, but this paper present a novel research on the combination
of language translator, MALLET topic modeling, and naïve Bayes algorithm for better performance than previous
systems.

6.2. FUTURE WORK

The proposed system performs sentiment classification of reviews. A generic framework can be developed
which can perform opinion retrieval, opinion mining and summarization of user generated contents such as reviews,
blogs, microblogs, comments, tweets etc. proposed system can translate only one language that is Hindi.

In future work, the project can improve the performance of the system by using different approaches to
understanding many languages as we can. Also for finding a current topic the project can use other modeling tools
like MALLET.
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