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ABSTRACT

In the recent days, the data is available in huge volume. For accessing the exact information it takes a longer
time for retrieval or the result remains irrelevant to the search - due to redundancy. This scenario can be
overcome by having a systematic way of representing knowledge. We have proposed models based on
Concept Relation (CR) graph. This enables us to easily embed the data and readily take back the information.
The novelty in our model is identifying the concepts from the given document, assigning a unique token
for each concept reducing redundancy and extracting the knowledge related to the context. This process
involves creation of a knowledge base to represent and store the concepts along with their relationship with
the other concepts. This enables easy extraction of meaningful knowledge. This model can easily adapt to
any domain without vigorous training of data sets or pre defining the concepts10. These features will make

our model successful.

Keywords: Knowledge Representation; Conceptual Graph; Knowledge Based System; CR Graph; Knowledge
Retrieval; Knowledge Storage.

1. INTRODUCTION

The flow of data has become very common and catering the needs of people is very easy, if the necessary
resources are available. From buying medicine to any electronic appliances, different online and mobile
shopping apps are available. But no complete model for representing knowledge is available.

The existing knowledge representation models demonstrate on the following tools. For getting the
data a sequential or hierarchical method, for storing the information a network or table format and for

reasoning fuzzy Petri-net technology are used.
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These conventional techniques for capturing data, take a longer time to process and store. Moreover
same data will be placed in different locations based on their order of occurrence. This also results in
presence of the same data under different categories. Searching and sharing of information becomes more
complex and complicated because of these problems. Absence of correlation of data ends up in delivering
mismatched answers for the query posted by the user.

Selecting a more appropriate mode for storage plays an important role in adding, modifying and
searching of information. In terms of representation, a systematic structure is required for settling the data.
For retrieval of information, a less complex and less time consuming method is well suited for the scenario.
These requirements are widely absent in the existing models.

In case of reasoning, mostly only two extreme options are considered. The intermediate or the minor
issues which could bring major changes to the situation are not measured. The outcome of the question
can be different from the answer which was predicted by the system. Thus the reasoning module in a
knowledge based system is always a flaw.

To overcome all these disadvantages, a detailed study on all the available models and techniques was
done. Resulting is the proposed model for representing knowledge. We have concentrated on a systematic
way to interpret the data, and by carefully placing it in a well-organized structure abiding the rules and
restrictions.

Our proposed models for representing knowledge use the logical concepts like predicate logics, and
first order logic for the data to be interpreted. Description logic is applied to form rules and restrictions.
These identified concepts are mapped to a graphical structure to determine the relationship between each
clause. This enables the construction of Concept Relation (CR) graph to be simple.

Available Processing Mapping Constructing
Data Word Information CR Graph

Data ..., Data | Knowledge )
Capturéexl “Refinemen Representation

Inform ation ‘
Retrieval

Figure 1: A Model for Representing Knowledge

The figure 1 explains the overall working of the system. Our model supports any kind of data from
any source. After the data is fed into the structure, content parsing is done where each and every word in
processed. Depending upon the nature of their occurrence (ze.) verb, noun, connector, etc. their role is
determined. Then the graph is built based upon their association with the neighboring nodes.

Conceptual Graph (CG)’ concept designed by John Sowal, defines the conceptual form of representing
knowledge. The concepts are represented as nodes in the graph having logic based relationship. A CG
based knowledge representation model facilitates a clear and structured approach for placing the data. CG
also permits a more systematic move towards reasoning. The graphical arrangement of CG enables the user
to clearly monitor the structure and operational procedure of the system. Studying the advantages of CG,
we have incorporated this graphical concept into our model for more clarity, functional structure, logical
entailment, and for user assistance.
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In this paper, the processes involved in a knowledge based system are discussed in Section 2. In Section
3, algorithms for acquiring the content, segregation of concept and relation, modification of concept and
searching for existence of a concept are discussed. In Section 4, the summary and conclusion is given for
the model designed.

2. PROCESSES IN KNOWLEDGE BASED SYSTEMS:

The different stages involved in the process of knowledge based system are knowledge representation,

knowledge reasoning, knowledge storage and retrieval.3

Knowledge Representation involves in receiving the data and placing the information in the repositories.

The concepts are identified and their relationship with the other concepts is associated.

Knowledge Reasoning is gaining knowledge from information which is plotted in the knowledgebase.

The efficiency of the system is measured from the accuracy of reasoning.
Knowledge Storage is placing the information in a location from where it can be accessible for later use.

Knowledge Retrieval plays an important role in extracting the correct knowledge depending upon the
context and the user’s requirement.

2.1. Proposed Model

In this paper, the different phases of the process of knowledge based system are discussed. Initially the
fetching of data from any source, splitting of words obtained through content parsing, mapping the clause

of information with each other and storing the grouped concept into the CR graph as nodes are done.

Several algorithms are designed for operating the graphical structure. The different operations done
in a Concept Relation (CR) graph are adding new nodes, modifying the existing nodes and finding the
existence of the desired node.”

The design used for retrieving the knowledge from the graphical structure is like a magnetic ball effect.
When a concept is searched and found, then all the related concepts (nodes) will be fetched depending
upon their level of relationship. Thus the retrieval of the stored concept is carried out following the path
of their relation.

3. ALGORITHM

Our Model comprises of various stages in producing meaningful extraction of knowledge. This is achieved

by processing the data through different levels. The working procedure and algorithms is discussed below.

3.1. Algorithm for Content Parsing

This method of capturing data4 plays a vital role in knowledge representation. The meaning of the source
should remain the same while obtaining the facts. There should be no loss of records. The location of

storage should support easy fetching of information for further manipulation.
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Content_Parsing(word_document)

Input: Data content as .txt ot .doc

Output: Parsed content in .csv

Procedure:

OPEN the text file
READ the content of the file
SPLIT each and every word separately
OPEN an excel file
WRITE the wotds in different column
STORE the content

CLOSE the files
4 localhost81/ 1 X \ CR Demo X | ¥ The Importance X | D Preparation_Ins. X | & production ruls: X | D Knowledge Rep X | New Tab X @VITUniversity,C X n - a
& Cc ‘@ localhost:81/phpmyadmin/sql.php?server=18&db=algorithm1&table=sentence8pos=08&token=cae7d0ccad8ebabbcebbaceeel9611ff Q 1'.‘!| @ U & 7
phngAdmm &l 7 Server:127.0.0.1 » [ Database: algoritm{ » [} Table: sentence
T T ] || Browse (4 Structure [} SOL 4 Search 3¢ Insert ] Export |J Import o Privileges * Operations ® Tracking % Triggers
Recent Favorites - +Options
L [ v s_id sentence add_at
— o New 0 7 Edit 3eCopy @ Delete 168 The Lord is my shepherd 2016-09-19 11:31:40
(+_ . algorithm
L aigorithmt [ ¢ Edit 3¢Copy @ Delete 169 Shepherds is a person who tends or rears sheep 2016-09-19 11:33:56
New [ ¢ Edit 3eCopy @ Delete 170 shepherd guide or directin a particular direction 2016-09-19 11:38:311
it
o concer [ Edit 3¢ Copy @ Delste 171 Imporiance and Valus of ress 2016-09-20 152235

H‘L_l_’_ form_sentence
47 Edit 3¢ Copy @ Delete 172 theirvalue continues to increase and more benefit..  2016-09-20 15:24:31

e relation g
e sentence [ ¢ Edit 3eCopy (@ Delete 173 VIT Chennaiis a globally engaged, competitive, co..  2016-09-20 15:27:31
‘fL | information_schema [ FEdit 3éCopy @ Delete 174 Iworkin VIT 2016-09-20 15:28.06
Et ‘:wbysq\ [ o Edit 3eCopy (@ Delete 175 Itis a very old maxim that "Health is Wealth” 2016-09-20 15:42:26
\Jﬂ_ :periormance_schema [ ¢ Edit 3eCopy @ Delete 176  Ahealthy person can work with eficiencyto eam .. 2016-09-20 15:4322
\%L_  bhpmyadmin [ o Edit 3Copy (@ Delete 177 The man who is nothaving a good health spends lot..  2016-09-20 15:44:17
Bt 0 ¢/ Edit 3eCopy @ Delete 178 He s never cheerAful 2016-09-20 15:45:00
[ ¢ Edit 3¢Copy @ Delete 179 Which in itselfis a wealth? 2016-09-20 15:45:22

[ ¢ Edit 3eCopy @ Delete 180 Butwe have totake precautions for buildingupa .. 2016-09-20 15:4550
[ o Edit 3eCopy (@ Delete 181 Healthy body is always dependent on the healthy mi... 2016-09-20 15:46:14
[ 47 Edit 3eCopy @ Delete 182 For maintaining good health we should always be aw... 2016-09-20 15:46:38
[ o Edit §eCopy (@ Delete 183 We should have momning walk regularly, light exerc..  2016-09-20 15:47:16
[ ¢/ Edit 3éCopy @ Delete 184 We should notbe jealous of others 2016-09-20 15:47:44
[ o Edit 3eCopy (@ Delete 185 We should always take balanced and nufritious diet ~ 2016-09-20 15:48:03

[ ¢ Edit 3eCopy @ Delete 186 One should always develop the habits of cleanlines...  2016-09-20 15:4827

! iEdII FiCopy (@ Delete | Export B . - ) -
o@Veh="HN Ve
z A e e ax

Figure 2: Content Stored in Sentence Table with Sentence ID

In this algorithm Content_Parsing the word document from where data has to be taken is treated as
the input. This file is opened; all the lines in the file are read and stored in the cache memory. These data
are split word by word and rewritten in the memory. A spreadsheet is opened5 and the records are added
by writing the split words onto different cells in column wise. Then the newly created spreadsheet is saved
and closed for later use. These captured words are added in the sentence table for computational purpose.
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A unique number is generated based upon the existence of the word and a sequence number is also
automatically generated as the words have to be arranged in correct order. The data captured is analyzed by
checking the text document containing the list of relations defined. If the word is already defined in relation
list then it is treated as relation otherwise it has to verify with the list of concepts enrolled in the concept
table. If the concept is already present then the existing unique number is fetched and used. Adding new
concepts to the list requires generation of new unique number.

The Concept Table is created, if no concepts are already present. Updating of Concept Table is
done only one or more concepts are available and only if the concept is not present earlier. If the concept
previously exists then the unique number is retrieved for completing the sentence table.

The result of this algorithm comprises of creation of excel or text document containing the words
split from the document given and updating the sentence table with the word, identification of the word
as concept or relation, generation of unique number with respect to concept and relation and sequence
number indicating the order of arrangement for simpler computation.

X | @ VTUnivesiyC X -0
Q%@ 9 & B

b localhost81/ 12 X \CRDemu X L_TThe Importance X | [ Preparation Jn X 5 production rule. X D Knowledge Rep X | NewTab

& 6] | ® localhost:1/phpmyadmin/sql php?server=1&db=algorithm 1&table=form_sentencedpos=0&token=cae7d0ccadBebabhicefbaceeed61 1ff

phpMy A dm in Gl [T Server: 127.0.0.1 » @ Database: algorithm1 » [l Table: form_sentence

QiTGe [] Browse 4 Structure L] SQL 4 Search ®¢ Insert | Export |[.) Import @/ Privieges ,® Operations < Tracking % Triggers
Recent Favorites T v fsid sid cid rid word order type
L [0 o/ Edit 3¢ Copy @Delete 1718 176 1426 0 eam 8¢
_--°New. [ o Edit 3¢Copy @ Delete 1719 176 1427 0 wealth 10 ¢
[+ algoritm
& 3 algoritmt [ JEdt 3iCopy @Delete 1720 177 0 459 The 1
[B3 [ Edl 3éCopy @Delele 1721 177 0 480 who I
L concept . :
|%.__}_iorm_5entence o Edit 3Copy @ Delete 1722 177 0 461 Is 4
|$.y relation - JEdt 3Copy @Delete 1723 177 0 482 a 1
{#44 sentence o JJEdi 3éCopy @Delete 1724 177 0 463 of 121
i8{y imomtion_schema - JEdl §:Copy @Dalste 1725 17 0 464 and 1 1
::: ::Jysq‘ [0 ¢ Edit 3¢Copy @Delete 1726 177 1428 0 man 2
[$L | performance_schema [ o/ Edit 3¢Copy @Delete 1727 177 1429 0 not 9k
8- phpmyadmin [ JEdt 3iCopy @Delete 1728 177 1430 0 having 6 ¢
B [ o Edit $¢Copy @Delete 1729 177 1431 0 good §c
[0 o/ Edit 3eCopy @Delete 1730 177 1432 0 health 9 ¢

[ o Edit 3¢Copy @Delete 1731 177 1433 0 spends 10 ¢

[0 S Edit 3¢Copy @Delete 1732 177 1434 0 lot e
[ o Edit 3Copy @ Delete 1733 177 1435 0 money 13 ¢
[0 ¢ Edit 3¢Copy @Delete 1734 177 1436 0 on e

[ o Edit 3¢ Copy @ Delete 1735 177 1437 0 medicines 15 ¢

o & Edit 3eCopy @Delete 1738 177 1438 0 doctors 7 ¢

[] o Edit 3éCopy @Delete 1737 178 0 465 is 27
| 7Fdit 3é Copy @ Delete 1738 178 1433 0 He 1¢
‘m Console: v

Iy 3 & P, 0401PM
X As e & a ca m 8% B
Figure 3: Parsed Content stored in Table
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3.2. Algorithm for Adding Nodes

To solve the problems in knowledge representation an effective structure for symbolizing the data is required.
A graphical structure is used to simplify this situation; hence Concept Relation (CR) graph is deployed.

Adding_Content(wordl,..,wordn)

Input: Content (wordl,.., wordn) to be included from .csv file

Output: Entire content added to the CR graph structure
/* Relation Table (RT) contains a set of relations */
/* Concept Table (CT) contains clauses, which are existing in the graph*/

Procedure:

DETERMINE the length of the content
INITIALIZE count=0
IF count < length of the content
CHECK IF the wotd is in RT
RETURN (relation)
count+-+
ELSE
CHECK IF the word is present in CT
RETURN (concept)
count++
ELSE
CHECKIFCT # ¢
FIND the position for the word to be added
ADD the word to CT
count++
ELSE
ADD the word to CT as position=1

count++

END

As a pre requisite, two tables are created. One table known as Relation Table (RT) is filled with the
relations. This RT is pre-defined and modifications cannot be made. The other table is Concept Table
(CT), which keeps on appending concepts to the table as new undefined words are added.?

When the words captured are feed from the spreadsheet, the number of words is calculated. Checking
the count to be lesser than the number of words obtained for the sheet, the procedure continues. Each
and every word is taking separately and compared with the pre-defined verb list in the RT. If the word
present, then that word is marked as a relation and its position is returned. Otherwise, that word is verified
with the clauses which are already added into the CT. If the CT contains no word, then add this word as
the first word. Moreover find out the most suitable location for adding the word in CT. Increase the count
by one and repeat the same routine for the next word till all the words from the spreadsheet are placed in
the correct position.
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Figure 4: Pre-defined Relations
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Figure 5: Concept Table (CT) updated with Concepts
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Figure 6: Relation Table (RT) with Relations

3.3. Algorithm for Modifying Nodes

The clauses in the graph can be changed or deleted. When such alternation takes place a proper replacement
should happen. When a concept is modified, the relation existing between those nodes with the other nodes
must also be carefully handled.

Modify_Concept(word,whatchange)

Input: Concept (C) to be modified
Output: Modified CR graph.

Procedure:

IFCT#¢
SEARCH IF Concept (C) € CT
THEN the modification is done
ALL the relation (71,.., 777) nodes associated with C are marked
CHANGES are made to C and (#1,..,7)
ELSE
RETURN Concept (C) not found in CT
RETURN CT is Empty
SEARCH C c RT
NO modification can be done
ELSE
RETURN Concept (C) not found in RT
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If any change has to be made to an entity then its availability in the CT is checked. If it is present then

all the relation nodes emerging from this concept node are marked. Necessary changes like replacement
ot deletion can be performed to those marked nodes.

Edit the Concept Word's

Go

Figure 7: Concept for Modification

If replacement of concept has to be done, then the unique number has to be changed. The newly
replaced concept exist the concept list, then the corresponding unique number has to be updated in the
concept table and sentence table, otherwise new unique number has to be generated.

For deletion of concept, the concept name along with unique number and sequence number has to
be removed from the sentence table. If the concept is in the beginning of the sentence formed, then the
entire sentence is deleted from the sentence table and necessary updates like change of unique number,
concept number are made in the concept table.

If the word is found in RT, then no modification can be done because this table is not created by
appending data but by pre defining the verbs as relations.

3.4. Algorithm for Traversing Nodes

Reasoning9 plays a greater role in the process of knowledge representation. Thus finding the occurrence
of a concept and getting their relationship with the other concepts fetches the model.®

Traverse_Content(word)

Input: Concept (C) to be searched

Output: Displays the related information.

Procedure:

IFCT#¢
SEARCH IF Concept (C) < CT| |RT
THEN the related Nodes are fetched
DISPLAY the concepts (C, C1, C2,..,Cn)&& their relation(rl,..,)
ELSE
RETURN Concept (C) not found
RETURN CT is Empty
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This algorithm finds out whether the clause is present in CT or RT. Once the presence is confirmed
then the clause along with the other associated neighbouring concepts and their relationship are taken out
and displayed.11 Or else the presence of the searched entity is denied.

Subimit

OO0 CRBOH
SOLICHSECS
SOCHIOCLELEOCO

Figure 8: Search for Concept

The extracted concepts if linked with more than one concept through a relation, then the other concepts
are also exhibited. Thus enabling the retrieval of all possible concepts connected with the selected concept.
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4. CONCLUSION

In this paper, we have presented the working of our knowledge representation model with various algorithms
for content parsing the document, adding, modifying and searching concepts. The objective of this paper
is to fetch the content from a document which is semi structured, to place the content in a systematic way
and to extract meaningful content from the knowledge base using Concept_Relation (CR) Graph.
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