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Abstract: Now a days, the communication amongst E-commerce website and social media website have become more 
unclear. Most of the E-commerce website support login through social media websites such as Google+, Facebook, 
and tweeter. Also, the user can post the link to E-commerce web page of purchased product on the social media. 
The proposed methodology here works on cross site cold start product recommendation. The methodology aim is to 
recommend purchased product from a social media sites to E-commerce sitse into the cold start situation. The primary 
challenge is to handle extract information from social media site for cross-site cold start recommending a product.
Keyword: Cold-start product recommendation, METIS recommender system, Co-Factorization Machines (cofm).

IntroDuctIon1. 
Nowadays the E-commerce website and social networking site boundaries have become more and more unclear. 
There are various E-commerce websites are such as snap deal, eBay, and Flipkart, etc. containing many of the 
characteristics of social networking such as interaction between its sellers and buyers, real-time status updates. 
Many E-commerce websites also maintain some mechanism for social media login, where the different users can 
sign in for social networking services with their existing login information from Twitter, Facebook or Google+. 
The user can buy products on just clicking “buy” button directly from their websites to purchase an item from 
advertisements or another post.

Before presenting feature based matrix factorization approach, it is necessary to study how to extract 
Microblogging features from the social media site and transfer them into the distributed feature representation, 
for the product recommendation it includes the learned distributed feature representation.

The paper presents a complete study of problems from E-commerce websites to recommend products. 
The user of social media sites does not have historical purchase records. Online product suggestion has wide 
focused on utilization of transaction records and also building solution within certain E-commerce websites. 
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From the best of our knowledge, the cross-site cold-start product recommendation rarely has been studied 
before.

LItErAturE SurVEY2. 
For the cross-site cold star product recommendation the leverage information extracted from social media sites. 
To collect data from the E-commerce site have to learn both users, and products feature representation (user 
embedding and product embedding, individually). The user’s social media networking features are transformed 
into users embedding for that modified gradient boosting tree, and recurrent neural networks method is used. 
For the cold star, product recommendation develops a feature based matrix factorization approach to control the 
learned user embeddings. Experimental results of the Chinese Microblogging site SINA WEIBO constructed 
large dataset and showed the effectiveness of proposed framework have Chinese B2C E-commerce website 
JINGDONG [1]. To leverage knowledge they are using some methods like Microblogging Feature Selection, 
Distributed Representation Learning with Recurrent Neural Network, Extracting and Representing Microblogging 
Attributes and Heterogeneous Representation Mapping using Gradient Boosting Regression Trees. From the above 
methods results show that through the feature learning the recurrent neural networks on E-commerce websites, 
the main idea is user and product can be represented in the same hidden feature space. Across E-commerce sites 
and social media networking sites are having set of commonly connected users as a bridge, using a modified 
gradient boosting trees method learn feature mapping function, on social media sites extracted user’s attributes 
and maps them and in e-commerce websites learned feature representations. In the future, for feature learning 
advanced deep learning models such as Convolutional Neural Network can be explored.

After a discussion about the how to extract the leverage knowledge from the social media for the cross-
site cold star production recommendation nowhere discuss a novel product called METIS recommender 
system (MErchanT Intelligence recommender System) and Co- Factorization Machines (CoFM)[4]. In METIS 
recommender system identifies user’s purchase product in near real-time create the product recommendation 
from the user’s microblogs and corresponding the user’s demographic information the information extracted 
from the user’s public profiles. In CoFM models is for user decisions in Twitter and at the same time to handle 
multiple aspects of the dataset. For this analysis used some methods Co-Factorization Machines, Learning with 
CoFM, Optimization with content, Optimization with user decisions [4]. In METIS for matching the users’ 
demographic information there are methods are used like Demographics Extraction from Microblogs, Product 
Demographics Learning, and Demographics Extraction from Online Product Reviews. From recent years ago, 
there is some work for identifying individual’s demographic characteristics such as gender, age, and interests 
from social media networking data. Directly extract users’ demographic information from their public profiles 
in Sina Weibo. Their feature work is exploring automatic methods in inferring users’ demographic attributes 
[2]. Describe the method for up-and-coming information culled from social media site to provide the important 
recommendation in the cold- start situation. For the important recommendation and to access the apps uses the 
Twitter handles and extract users’ ID and an account of the Twitter followers. Create pseudo-documents to 
include the users’ ID for Twitters users for which user are interested in the app and create hidden groups, at the 
testing time the recommendation is mapped to the hidden group which user is target user. Then estimate the 
probability of users how many users as the app by using the transitive relationship of the hidden group to the 
app. From the above description about the Twitter user ID shows that gathering information from Twitter, the 
difficulty of app recommendation and considerably other state-of-the-art recommendation is up to 33% disable. 
Firstly explain the problem which is occurred during the research, the relation between twitter followers and 
apps and how to use them in feature work. Then, using data of twitter followers and apps user’s preferences 
create pseudo-documents and pseudo-words. After that generate sets from the pseudo-documents, finally, for 
the estimated probability of a target user sets is used as a central factor in the algorithm [3].
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1. Collaborative filtering and ranking,

2. Collaborative filtering with content integration, and

3. Twitter user and content modeling.

This three lines of related research work link them with each other tasks and discuss the novelty of work [4].

In the Explicit Factor Model (EFM) which is generate understandable recommendations, for the short term, 
it keeps high calculation accuracy. Firstly extract the features of the product and user views, according to the 
product features generate the both recommendation and condemnation to the users’ and learned hidden features. 
In used competitive baseline algorithm, real-world datasets show the advantages in the offline experimental result. 
The benefits of online experiment calculating the performance of rating prediction and top-K recommendation 
tasks of the framework. In online experiment, the result makes the recommendation and condemnation from the 
detailed explanation and more inertial on user’s purchasing behavior. In online experiments investigate the effect 
which is automatically generated intuitional feature-level explanations with real-world e-commerce users, and 
focused on how to explain the acceptance of the affect users’ recommendations. The online experimental analysis 
shows that on the various product features different users are the focus, and experiments suggest that the users 
care about the changes from different domains, users, and countries for the size of the primary feature space. 
In online experiment and offline experiment displayed that compares framework positively with three baseline 
methods: top-K recommendation, rating prediction, and explanation based user persuasion. For recommendations 
first step to adding detailed of sentiment analysis for feature based reasonable hybrid factorization models, and 
improvements of there much room [5].

In the Context-Aware Semi-supervised co-training method called CSEL challenges the cold start problem. 
To capture the excellent-grained user item context, exactly factorization model used. After building the model can 
increase the recommendation performance by the power the context, they propose an algorithm is semi-supervise 
ensemble learning. This algorithm constructs weak prediction modes using examples with dissimilar contexts 
and by the employing co-training strategy allows each weak prediction model from another prediction model. 
There are several well-known advantages for addressing the cold star problem over the standard recommendation 
method. The first method defines the fine grained context which is accurate user’s item preference for modeling. 
Second, provides a way to include the untagged data; the method naturally supports semi-supervised learning 
and supervised learning. Real-world datasets are two; the proposed algorithms are evaluated. The experimental 
result from method shows that increasing recommendation accuracy by compared to the standard algorithm. In 
recommended systems to solve the cold-star problem, there are recourses for semi-supervised learning methods. 
Firstly, into the model combine the items and contexts of users for compensating the absence of ratings. Secondly, 
proposed a semi-supervised co-training framework to combine the untagged examples [6].

ProPoSED ScHEME3. 
The paper proposes to form a user chain across Ecommerce website and social media website as the bridge. 
This can be used for mapping social media features of the user with another feature which are representing the 
recommendation for the product. The final result of the proposed work on tweets and feature of Ecommerce 
website shows the efficiency of the implemented work.

concLuSIon4. 
The paper proposes problem which has been analyzed i.e. cross-site cold start product recommendation. Without 
any historical purchase record, the proposed system can post product recommendation from Ecommerce website 
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to social media. The primary idea is that user can represent the recommendation of a certain product on social 
media from the Ecommerce website. In the proposed system, attributes are extracted from the Twitter profile 
of the user by using gradient boosting tree method where the user is connected with social media as well as an 
E-commerce website.
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