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Seperation of Music and Voice
Based on Repeating Pattern

T. Pardhu* and R. Karthik**

ABSTRACT

Singing voice and music separation isan interesting research topic as singing voi ce contains abundant information,
such as melody, singer’s characteristic, lyrics, emotion, etc. All of these resources in singing voice are useful for
musicinformation retrieval, singer identification, melody extraction, audio content analys's, or even karaoke gaming.
At the sametime, it isalso a challenging topic because existing methods are still not so practical. Repetitionisa
special characteristic of music. Most songs have their own repeating accompaniment structures over which the
singerslay varying vocalson them. Thiswork studiestherepeating structure of music and implement the algorithm
based on the repeating pattern of the music background. Usi ng repeating pattern to extract the singing voi ce from
music has itsadvantage of being ssmple, fast, blind and automatic.

Index Terms: Singing Voice, Music, Seperation, Melody extraction,Repeating pattern

1. INTRODUCTION

Separation of singing voice and music is auseful and meaningful technology nowadays, sinceit has practical
interests of vocalist or instrument identification, melody extraction and audio content analysis. Most
importantly, when people want to sing along with a music without original vocal, or want to record their
own vocal on music accompaniment, separation of singing voice and music could process the original
mixture audio and provide us with the music accompaniment.

There are many ways and algorithms to separate the singing voice and music. For example, high-
pass filtering is one way to achieve this goal. The rationale is that the frequency of human voiceisrarely
below 100 HZ. But the disadvantage of using high-pass filtering is that the frequency of many music
instruments are also higher than 100 HZ. The high-pass filtering could barely separate the singing voice
from music. As for other complicated algorithms, non-negative matrix factorization®™, robust principal
component analysis [ and predominant pitch detection® are also adopted to achieve the separation of
singing voice and music. But the most serious problem is that they are all complicated since these
algorithms need to delve into the complex frameworks of the audio. As a result, a smpler system is
expected.

However, this project is based on the simple rationale. Repetition is the basis of music and one big
difference between the singing voice and music is that the music background has repeating structure but
the voice doesnot. Thus, repetition structure is useful for analyzing the structure of music. Inthis project,
the algorithm based on analyzing the repeating structure of music is implemented to separate the singing
voice and music. The core ideais to find the repeating patterns in the audio and extract repeating music
background by removing the non-repeating elements. This algorithm shows its superiority since it does
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not depend on particular features of audio and does not rely on complex frameworks. Since it is only
based on self-similarity of audio, this method can be potentially applied to any audio, as long as there
exists the repeating structure. Therefore, it has the advantage of being simple, fast, blind and completely
automatic.

Let’s see the repeating pattern in music background and non-repeating pattern in voice from the wave
plot of the signals.

Figure 1: Voice Signal

Figure 2: Music Signal

Figure 3: Mixture Signal
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From figure 1 — figure 3, we could see the signals of voice, music and mixture audio. It’'s obvious that
there is no so much obvious repeating pattern in voice signal since the voice signal varies. But in music
signal, we could find repeating structures which appear periodically. In mixture signal, although it is made
up with voice signal and music signal, we could still see the repeating structures in it.

That is to say, we could distinguish the singing voice in mixture because the singing voice does not
have the repeating pattern as music and mixture. As aresult, the repeating pattern identification of mixture
becomes the key issue of our algorithm.

2. IMPLEMENTATION
Our basic algorithm has four key issues to address during implementation.

1. Repesting period identification: finding the repeating period in mixture.

2. Repeating segment modeling: using the repeating period to segment the music into several segments
and defining the repeating segment.

3. Repeating patterns extraction: using the repeating segment model to further remove the singing
voice from the mixture.

4. Result analysis: determining the effectiveness of the algorithm by calculating the energy of mixture
signal, original vocal signal, original music signal, separated vocal signal and separated music
signal.

2.1. Repeating Period Identification

With time interval of 0.04 seconds, 2048 samples and frequency of 44100 HZ, we calculate the Short-Time
Fourier transform of mixture signal in MATLAB, we could obtain the mixture spectrogram for the whole
song (Figure 4). Using the autocorrelation on mixture spectrogram, that is, comparing the segment and its
lagged version over successive time interval to measure the similarity in the segment. we dlide the rows of
mixture spectrogram and calculate the autocorrelation of each row to get a matrix B. After that, we could

Mhcture

Figure 4: Mixture Spectrogram
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Figure 5: Beat Spectrum

compute the mean value for each row of the matrix B to get the beat spectrum b. After normalization using
the first term of beat spectrum b, we could get the final beat spectrum. If a mixture contains the repeating
structure, there will be several peaks occur periodically in the beat spectrum. The basic ideaiis that the time
between two peaks that occur periodicaly in the beat spectrum is the repeating period we need. Figure
5shows the beat spectrum of one of my experiments of the song0The Good Soldier0. We could see the
repeating period clearly from the beat spectrum.

2.2. Repeating Segment M odelling

After obtaining the repeating period, we could use the repeating period to evenly time-segment the mixture
gpectrogram into severad segments of length of the repeating period (Figure 6). Then, in order to get the
repeating segment, we calculate the eement-wise median of time-frequency bin of each segment of the mixture
gpectrogram and take this median as the repeating segment model. The rationale is that the since the mixture
gpectrogram is segmented according to the repeating period, the median of each segments of the mixture
spectrogram should be ableto capturethe repeating pattern of music background and removethe non-repeating
snging voice foreground without the impact of outliers.
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Figure 6: Segmentation
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2.3. Repeating Pattern Extraction

After getting the repeating segment model, we compare each segment of the mixture spectrogram,
which we derived in segmentation, with the repeating segment, which is the median of all segments of
mixture spectrogram. We calculate the element-wise minimum between the them, and if the repeating
segment is smaller than a segment of the mixture spectrogram, we replace that segment with the
repeating segment. The rationale is that if the value of a segment of the mixture spectrogramis bigger
than the repeating segment, it denotesthat in this segment, it contains more non-repeating information.
In order to remove the non-repeating pattern, we need to replace this segment with the repeatingsegment.
Otherwise, if the value of a segment is smaller than the repeating segment, it denotesthat this segment
contains less non-repeating pattern and we just keep it. After comparison and replacement, the new
spectrogram we derive is called repeating spectrogram. Once we obtain the repeating spectrogram, we
could start to remove the non-repeating part from the mixture spectrogram. The basic idea is to do
time-frequency mask. We divide repeating spectrogram W by mixture spectrogram V to get the time-
frequency mask M. If some parts of the mixture spectrogram are similar to the repeating spectrogram,
the value of W / V will be near 1 and these parts is counted as music background with repeating
pattern. Otherwise, the value of W/ V will be near 0 and these parts will be counted as non-repeating
singing voice foreground. The mask M contains the repeating information of the mixture spectrogram
and all valuesin mask M are in the range from 0 to 1. Then, we multiply the mask M with the original
mixture spectrogram V. Since the range of all values of M is from 0 to 1, the music part will be
reserved after multiplication while the singing voice is removed. That isto say, the result of M * V is
the music spectrogram with singing voice removed.

24. Resynthesis

After getting the music spectrogram, we could do inverse Short-Time Fourier transformation to get the
music signal in time domain. Then, if we want to get the voice signal in time domain, we could subtract the
music signal from mixture signal. Artifacts at the FFT frame boundaries are not noticeable here.

2.5. Expected Result
The whole implementation of our agorithm is shown in Figure 7.

Repeating
Pattern Resynthesis
Mixture Mixture Extraction Music (1FFT) Music

STFT
Signal > Spectrogram » Spectrogram > Signal

Figure 7: Implementation of algorithm

After executing the algorithm, we are expected to get two separated signal from origina mixture audio:
music signal and voice signal. It is expected that we could hear a clear difference between music signal and
voice signal as long as there exists the repeating pattern in original mixture audio. What’s more, the more
repeating pattern in music background, the more effective should this algorithm be.

3. RESULT ANALYSIS
3.1. Spectrogram Analysis

Let’sfirst look at the spectrogramsfor mixture, original voice, original music, separated voice and separated
music from one experiment.
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Figure 8: Mixture Spectrogram
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Figure 9: Voice Spectrogram
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Figure 10: M usic Spectrogram
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Figure 11: Separated Voice Spectrogram
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Figure 12: Separated M usic Spectrogram

From the Figure 8 to Figure 12, we could see that the spectrograms for original voice and separated
voice aresimilar. Thisreflectsthat we do extract the singing voice from the music. Asfor the spectrograms
for original music and separated music, we could find that there are more high frequency elements in
separated music than in original music because the voice in mixture audio could not be completely
removed.

4. CONCLUSION

This algorithm depending on identifying the repeating pattern in music to separate the singing voice
from the music. Consequently, this algorithm is highly sensitive to the repeating period of the music.
Identifying the accurate repeating pattern is the core of the algorithm. As long as we could obtain
the repeating period of a mixture, we could effectively filter the singing voice from the mixture
audio.

The disadvantage of this algorithm is that this algorithm still assigns some music in separated voice
signal due to the reason that only the parts that have highly repeating pattern of music get separated.
However, although this algorithm could not get 100% original voice signal, its advantage is still laudable.
There is only averaged about 17.1% contamination by the other channel which keep in separated voice.
The suppression reaches 5 : 1.71. Since our algorithm does not delve into the complex frameworks of
music and it is applicable to most mixture audio, it has the advantage of fast, smple, blind and automatic.
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