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Abstract: In today’s world, communication of humans with computers and other gadgets is increasing rapidly. The 
methods and modes of communication are changing day by day. New ways of interacting with computers are designed. 
The Hand Gesture Recognition system is useful to detect the gestures with the help of image capturing devices 
installed on computer and other gadgets. The rapid growth and improvement in mobile phones in past few years 
have led to innovations in visualization and interaction with devices. Even though the touchscreens have enhanced 
interactivity with user but in future user may request for more natural inputs like Hand Gesture. Currently there are 
technologies using Hand Gesture Recognition Systems, but the method we have implemented is more accurate than 
other present systems. This paper describes the working of Accurate End Point Identification (AEPI) method which 
is used for Hand Gesture Recognition. The method is based on Morphological Computations. The whole process to 
identify the Hand Gesture is done on the machines. This approach can be easily used for the static systems and also 
for real time systems.
Keywords: Hand Gesture Recognition, Accurate End Point Identification (AEPI).

Introduction1.	
Human gestures add value to voice communication during person to person communication. In fact sometimes 
hand gestures are able to communicate the complete message without voice. Thus hand gestures carries a potential 
to provide a new dimension for establishing communication among the persons who are not able to speak native 
languages of each other. Most of the computing devices have interfaces for human machine interaction that 
allows user to interact with these computing devices using keyboard, mouse, joystick, touch pad etc. These 
interfaces are limited to few functionalities and interactions like navigation, menu control, software/hardware 
control etc. Also, each of these interaction devices and methods have their own pros and cons. Researchers 
are trying to utilize hand gestures as a medium of interaction with computing devices. The hand gestures can 
be used to control variety of devices locally and remotely. Previously, Computer Vision software was limited 
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only to desktop computers. Enhancement in mobile hardware devices makes it possible to utilize Hand Gesture 
Recognition on mobile platform by using image processing and computer vision software.

Hand gesture recognition systems can be applied in controlling software and hardware in desktop 
environment. In robotics ,various tasks performed by robots can be controlled through hand gestures. Controlling 
mobile applications, playing games etc. are also possible. This study focuses on learning hand gesture recognition 
systems. Gesture recognition systems are implemented in certain typical steps including gesture acquisition, 
segmentation, feature extraction and recognition of gesture. Each stage involves certain work to be carried out 
to correctly identify the gesture. In this paper ,we proposed a method for Hand Gesture Recognition Using 
Accurate End Point Identification (AEPI).

RELATED WORK2.	
In this section, a review of most recent work carried out in the field of hand gesture recognition is discussed. 
Segmentation is an important process in hand gesture recognition in which the objects including hand gesture 
are segmented into a regions. The type of input decides when to apply the segmentation process. In case of static 
gesture input image segmentation is directly applied whereas for dynamic gesture input the gesture is located 
and tracked [1].

Serban Oprisescu and et. al., has developed an automatic algorithm for gesture recognition which works 
on static images using the depth and intensity information and for classification decision tree is used, the system 
provided about 93.3% recognition rate [2].

Ankita Chavda and et. al., has presented a system that gives approximately 81% accuracy on ASL recognition. 
A scale invariant algorithm is implemented using rule based approach for alphabet recognition[3].

Jayshree R.Pansare and et. al.. has worked on system to identify Devanagari Sign Language Number System 
Using Hand Gestures. The authors used discrete Cosine Transform and Edge Orientation Histogram to extract 
and compare the features. The system works in a simple background [4].

Trong-Nguyen has proposed a promising system with 98% accuracy using artificial neural network for 
static hand gesture recognition [5]. Gaurav Manik Bidgar and et. al., has implemented a system which uses hand 
gestures as control commands. The system employed classification algorithm and skin color segmentation for 
foreground and background [6].

Miss.Neha.B.Bhoyar and et. al., has proposed a new technique based on shape analysis using back 
propagation learning algorithm in neural networks [7]. Haitham Badi and et. al., has implemented a hand gesture 
system to perform operations like open, close, maximize, minimize, cut and paste. The authors explored two 
methods which addresses translation and scaling problems of a gesture image. Complex moments algorithm 
solves rotation problem along with scaling and translation. For classification, back-propagation learning algorithm 
is used in this system [8].

Rajashree Patil and et. al., has proposed a system to recognize ASL alphabets from a static gesture. The 
system employs DWT based feature extraction and minimum vector classifier [9]. Chethana N S and et. al., has 
developed a system that works in three stages. In the first stage, input images are captured through a webcam 
at a certain frame rate in real time. Feature extraction method is the second stage that extracts features on the 
basis of orientation, rotation and scaling. The third stage applies K-Curvature algorithm and edge detection for 
recognition [10].

R.P. Mihail and et. al., has developed a system that works on sensor’s depth streams combinations which 
captures 3D points of hand gesture. To extract these points, the authors used segmentation and PCA to calculate 
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invariance in rotation across the X and Y axis [11]. Various gesture recognition techniques, their applications 
in Interaction of Humans with Vehicles and summary of present automotive hand gesture recognition research 
is discussed in [22]. Some relevant work and survey on hand gesture systems can be found in [16, 17], and 
[23,24,25,26 ].

ACCURATE END POINT IDENTIFICATION (AEPI) METHOD3.	
The Method is implemented in five steps: Image acquisition & Preprocessing, Removing unwanted objects, 
black holes & noise, Centroid Detection, Thinning Process and Gesture Recognition.

Step 1: Image acquisition and preprocessing: Once the static image is captured ,it is pre-processed to generate 
a binary image. During this step ,the actual input image is converted into Grayscale image which is then dilated 
and converted to binary to obtain its binary complement for further processing. Figure 1 shows the actual RGB 
input Image captured through webcam or laptop camera.

	 	
	 Figure 1: Actual Input RGB Image	 Figure 2: RGB to Grayscale Image Conversion

(a)	 RGB to Grayscale Conversion: The original input image is a RGB image. To extract the correct 
gesture and identify irrelevant objects present in the image it is essential to convert it into Grayscale 
intensity image. Grayscale images are helpful in defining the region of interest and to remove the 
unwanted noise from the image.

	 As shown in Figure 2, the image is converted into a Grayscale intensity image using the weighted 
sum of the R, G and B Components as given in equation 1.

	 0.2989 ¥ R + 0.5870 ¥ G + 0.1140 ¥ B	 (1)

(b)	 Dilation of Input RGB Image: Morphological image processing relies on the ordering of pixels in 
an image and many times is applied to binary and grayscale images. Through processes such as 
erosion, dilation, opening and closing, binary images can be modified to the user’s specifications 
[15]. Dilation adds pixels to the boundaries of objects in an image, while erosion removes pixels on 
object boundaries.

	 In order to dilate an image, first the structuring element is found in the form of circles for entire image. 
A nonflat ball-shaped structuring element with radius R = 5 is approximated in XY plane. The center 
pixel of the structuring element, called the origin, identifies the pixel in the image being processed. 
and then dilation is applied to smoothen the image.
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	 The dilation is performed using following equation.

	 A Q B = {z | (B)z Õ A}|	 (2)

	 The dilated image helps us to locate the hand gesture correctly which is the region of interest for 
further processing. The dilated image is shown in Figure 3.

C.	 Obtaining Binary Image & It’s Complement: Otsu’s method [15] is applied for calculating the global 
threshold value which is used to convert an intensity image to a binary image. Here the threshold 
value is a normalized intensity value that lies in the range [0, 1].

	 	 	
	 Figure 3: Dlated Image	 Figure 4: Grayscale to Binary	 Figure 5: Complement of binary 
		C  onversion	 image

This threshold value minimizes the intra-class variance of the black and white pixels and gray scale image 
is converted to binary image as shown in Figure 4.

The complement of a binary image shown in Figure 4 is computed (figure 5). In the complement of a binary 
image, zeros become ones and ones become zeros; black and white are reversed. Thus as shown in Figure 5, the 
hand gesture in the image becomes white and remaining portion becomes black.

Step 2: Removing unwanted objects, black holes & noise: Once the complement of binary image is obtained, it is 
processed to remove the objects, black holes and noise if present in the image along with hand gesture. Total three 
object checks are carried out in this step. At every check point, identified objects are colored in RGB scheme to 
separate them. The first object check(Figure 6) returns the total number of objects present in the image. To identify 
the objects we have used the procedure given in [18], which returns the number of objects in an image.

	 	 	
	 Figure 6: Object Figure Check 1	 Figure 7: Image after removing	 Figure 8: Image after removing black 
		  objects less than 5000 pixels	 holes
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Assuming that hand gesture is the biggest object in image and never has pixels less than 5000, after first 
object check we remove the objects which are having pixels less than 5000 using the morphological small object 
removal operation (Figure 7)

There is possibility of having objects whose pixel size is greater than 5000 other than hand gesture. To 
remove such objects second object check is carried out and if any such objects are present then they are removed. 
After removing such objects morphological reconstruction function [16] is used to remove the black holes (spot) 
if any. A hole is a set of background pixels that cannot be reached by filling in the background from the edge of 
the image [16]. The image after removing black holes is shown in Figure 8.

After removing the black holes it is important to remove the noise present in the image if any. To remove 
the noise and make the image error free Median filtering is used, which is a nonlinear operation and it is more 
effective than convolution when the goal is to simultaneously reduce noise and preserve edges [17].

Once the noise is removed and image is made error free, third object check is carried out to ensure that 
only hand gesture remains present in the image for further processing.

Step 3: Centroid Detection: After removing the objects and noise, only hand gesture is retained in the image. 
The hand gesture includes the palm and fingers. We are interested in counting the fingers and the portion of the 
palm is not the region of interest. Hence we have to find the point which will help us to divide both the regions. 
Detecting the centroid of hand gesture will allow dividing it into two regions.

To detect the centroid it is necessary to resize the image into a logical array of 256 ¥ 256 size. To detect 
centroid the image region property ‘Centroid’ – 1-by-Q vector that specifies the center of mass of the region 
is used. The first element of Centroid is the horizontal coordinate (or x-coordinate) of the center of mass, and 
the second element is the vertical coordinate (or y-coordinate). Concatenation is performed to return X and Y 
coordinates of centroid which is in array format. The detected centroid is shown in the Figure 9.

	 Centroid(1) = X-axis

	 Centroid(2) = Y-axis

Figure 9: Centroid Detection

Step 4: Thinning Process: After detecting the centroid, thinning operation is performed. Thinning process removes 
pixels so that an object without holes shrinks to a minimally connected stroke. An object with holes shrinks to 
a connected ring halfway between each hole and the outer boundary if any. The steps of thinning operation are 
as given below [18, 19, 20, and 21]:

1.	 Divide the image into two distinct subfields in a checkerboard pattern.

2.	 In the first sub iteration, delete pixel p from the first subfield if and only if the conditions G1, G2, and 
G3 are all satisfied.
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3.	 In the second sub iteration, delete pixel p from the second subfield if and only if the conditions G1, 
G2, and G3’ are all satisfied.

Condition G1:

	 XH(p) = 1

where,	 XH(p) =	 bi
i =
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Condition G3:

	 ( )x x x x2 3 8 1 0⁄ ⁄ Ÿ =

Condition G3’:

	 ( )x x x x6 7 4 5 0⁄ ⁄ Ÿ =

The two sub-iterations together make one iteration of the thinning operation. When the user specifies an 
infinite number of iterations the iterations are repeated until the image stops changing. We get the output as 
shown in Figure 10.

	 	
	 Figure 10: Thinning	 Figure 11: Cropped image
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Later the image is cropped on Y-axis from centroid point by 50 pixels so that only finger edges will remain 
for end point detection. The finger end points are detected to accurately recognize the hand gesture. The cropped 
image is shown in Figure 11.

Step 5: Gesture Recognition: The end points from cropped image are identified using the morphological operation 
on a skeleton. Once we get number of end points we can calculate the number of lines (fingers) by dividing the 
total number of points by two. In this situation, there is possibility of getting more endpoints than actual points 
of gesture due to additional branches so we have to identify the number of branch points.

To get the number of fingers present in the gesture, following formula is used.

	 Total count of fingers = ep – bp/2.

Where “ep” is number of end points present in the cropped image &	 “bp” is the number of branch points 
present in the cropped image.

As shown in Figure 12 there are two end points for the above input gesture image. Sometimes branch points 
will not be present due to the clarity of gesture in the image. The message is displayed as shown in Figure 13.

Figure 12: Total number of edge end points

Figure 13: Result

RESULTS4.	
The proposed system is tested with different types of hand gesture images taken from 5 subjects .It gives 99% 
accuracy for 25 different images of hand gestures. It detects the gesture even if fingers are attached to each other. 
The system gives output in less amount of time. The results obtained by the system are shown in the following 
charts.
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Figure 14: Result of time taken to detect the fingers in Hand Gesture.

The results of our system are compared with other present systems in respect of accuracy and time.

APPLICATIONS5.	
The advantages of Accurate End Point Identification (AEPI) Method are that it gives more accurate result in 
less amount of time. It could be used in various applications like Hand Gesture recognition systems, Automatic 
Traffic monitoring, Communication systems for disabled peoples etc.

CONCLUSION & FUTURE SCOPE6.	
The Accurate End Point Identification method employs various morphological computations which are properly 
sequenced. The end point detection method accurately identifies the hand gesture from the static input image. 
Currently the method is tested for the images taken with uniform background and without intervention of other 
objects. The methods achieved promising results with 99% accuracy as compared to available techniques for 
hand gesture recognition.

In future, this Accurate End Point Identification (AEPI) Method will be used to recognize hand gestures 
from images with varying background and having objects other than hand gesture in the image. AEPI method 
will also be applied for real time hand gesture recognition in future.
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