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ABSTRACT

Active queue management (AQM) technique has been introduced as effective method for congestion avoidance
and to achieve better link utilization by reducing the possibility of congestion. In this paper a novel stable AQM
technique called LaQ is proposed to control congestion efficiently. During congestion, LaQ adjust the packet drop
probability properly to control the router queue. LaQ measures packet loss ratio and uses it with queue length to
adjust packet drop probability dynamically. The proposed algorithm achieves stability with faster settling time and
robust under dynamic network. The stability of the proposed system is analyzed through control theory technique.
The performance of the proposed algorithm is validated by NS2 simulations. Simulation results demonstrate that
LaQ is stable with faster responsive and robust to the dynamic network conditions. The proposed algorithm performs
better than existing algorithm.

Keywords: AQM; TCP, stability; robustness; settling time; packet loss ratio

1. INTRODUCTION

In congestion control, buffer management for Internet router plays a key role. Droptail is used as a traditional
algorithm for buffer management. It drops the incoming packets only when the buffer is full. Due to this
passive behavior, the round trip time (RTT) of each packet increases and more importantly correlation
between packet drops is lost, resulting in a well know ‘TCP synchronization’ problem [1]. In recent years,
active queue management (AQM) technique has been developed as effective mechanism to mitigate ‘TCP
synchronization’ and to avoid congestion in the network. It plays an important role in improving the
performance of TCP in controlling the congestion. The main objective of AQM is to signal congestion
early before the buffer is full. Due to this active behavior, AQM is able to reduce congestion and overcome
the synchronization problem with the proper selection of packet dropping/marking function. The primary
goal of AQM is: low queuing delay, high link utilization with lower packet loss. Other goals of AQM are to
make the system stable and robust against different system parameters. Random early detection (RED)[2]
is used as widely deployed AQM technique, where queue length is used as a measure of congestion. Due to
its popularity, RED is studied well in the literature. Even though it is studied widely in the literature, the
behavior is not fully understood and effectiveness of RED relies on parameter setting. Based on RED other
mechanisms such as Adaptive RED (ARED) [3], Refined Adaptive RED (Re-ARED)[4], Nonlinear RED
(NL-RED)[5], Stabilized RED (SRED)[6], Cautious Adaptive RED (CARED) [7], Loss-ratio based RED
(LRED) [8], Exponential RED[9] and Dynamic RED (DRED) [10] have been developed. Although RED
can overcome global synchronization and blocking problems, there is a performance difference for different
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values of the parameter. The heuristic approaches such as RED and its variants require proper tuning of its
parameters to get better performance. In the recent literature many AQM techniques have been developed
[11], [12], [13], [14], [15], [16], [17], [18], [19], [20],[21], [22] and [23]. A detailed survey of AQM
controllers is presented in [24]. One of the important functions of AQM is to measure the arrival rate of
incoming traffic and control the queue length where the nature of the traffic is bursty. To regulate the queue
length efficiently an appropriate packet drop probability function is required. Author in [25] proposed an
AQM algorithm to predict change in packet arrival rate and define appropriate packet drop probability
function based on that prediction. Recently, much attention has been given to the stability and robustness
analysis of AQM under dynamic environments. To ensure stability of queue length an AQM scheme is
designed in [26] and control theory is used to overcome the nature of multiple delays. Wang et al. in [27]
studied the stability of AIMD/RED system using multi-bottleneck topology and developed a mathematical
model to analyze the stability of the system. Recent study has shown that using queue length with input
traffic rate can enhance the stability of the system.

In this paper an AQM algorithm called LaQ has been proposed to enhance the stability of the system by
controlling both queue length and loss rate at the router. It measures packet loss ratio and uses it with
current queue length to define packet drop probability dynamically. It maintains its queue length around
target and achieves faster response with lower average delay. Then the performance of LaQ is compared
with ARED, REM and PI algorithm in dynamic network environment.

The rest of the paper is organized as follows. Section 2 describes the proposed LaQ algorithm. Section
3 presents fluid flow model of network dynamics and simulation results in section 4. Finally section 5
concludes the paper.

2. THE PROPOSED ALGORITHM

This section presents the design of proposed LaQ algorithm based on packet loss ratio and queue length
measured at each sampling time(�). Aim of LaQ is to adjust packet drop probability to regulate the queue
length around the desired operating point. It brings stability in the system by controlling the resources of
the router properly. At equilibrium point the packet loss ratio comes close to the packet drop probability. It
adopts a dropping policy based on a dynamic model of the network. The dropping policy depends on both
loss ratio and queue length measurement. It measure packet loss ratio at each sampling time and use it with
queue length to find packet drop probability. At each sampling interval, LaQ find the queue length and

estimate packet loss ratio as estimated in [8] to compute packet drop probability (p). At th measurement,

let the packet loss ratio is l(r). Let p
d
(r) is the number of packet dropped and p

a
(r) is the number of packet

arrived. The packet loss ratio is measured using Eq. (1) during latest M period.

� � ,
D

l r
A

� (1)

where � �0
M
i dD p r i�� � �  and � �0

M
i aA p r i�� � � . Based on l(r), the estimated packet loss ratio � �l r  is

calculated using exponential weighted moving average (EWMA) as average queue length is calculated in
RED algorithm and shown in Eq. (2).

� � � � � � � �1 . 1 . ,m ml r w l r l r w� � � � (2)

where w
m
 is the weighting factor. In LaQ, a very simple packet drop probability function is used which is

based on both estimated packet loss ratio and current queue length. The packet drop probability is defined as:

� � � � � �� � ,refp r l r q r Q�� � � (3)
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where Q
ref

 is target queue length. The packet loss ratio and packet drop probability is updated at the same
time scale i.e. sampling period (�). At equilibrium point, LaQ tries to match the queue length around target.
The detail of proposed algorithm is given in Figure 1.

/* Parameters */

q: Current queue length Q
ref

:  Target queue length

�: Constant p: Packet dropping probability

Loss Ratio: Estimated packet loss ratio w
m
: Measurement weight

M: Number of latest period to measure Loss Ratio

/* Initialization */

index = 0, arrPktNum = 0, dropPktNum = 0, LossRatio = 0.0, w
m
 = 0.1, M = 10

Measure_LossRatio( ) /*Called inside Calculate_P( ) function */

1. Drop_Num[index] = Drop_Num[index] = dropPktNum;

2. Arr_Num[index] = arrPktNum;

3. dropPktNum = 0;

4. arrPktNum = 0;

5. index++;

6. if(index == M) index = 0;

7. for(j = 0; j <M; j ++) total_Drop+=Drop_Num[j]; }

8. for(j = 0; j <M; j ++) total_Arr+=Arr_Num[j]; }

9. LossRatio_Temp = total_Drop/total_Arr;

10. LossRatio = LossRatio *w
m
 + LossRatio_Temp (1 – w

m
);

11. total_Drop = total_Arr = 0;

Calculate_P( ) /*Called every  seconds */

1. Measure_LossRatio( );

2. q;  /* measure current queue length */

3. p = LossRatio + �(q – Q
ref

);

4. if (p > 1) p = 1;

5. if (p < 0) p = 0;

Enqueue( ) /* Called upon each packet arrival */

1. arrPktNum + +;

2. u = uniformRand (0, 1);

3. if ( buffer is full) {

4. Drop the packet;

5.  dropPktNum++;

6. }

7. else if (u>p){

8. Enqueue the packet;

9. arrPktNum++;

10. }

11. else {

12. Drop the packet;

13. dropPktNum++;

14. }

Figure 1: The LaQ Algorithm.
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3. FLUID MODEL FOR NETWORK DYNAMICS

For network flow dynamics, several theoretical models have been proposed in the literature. The TCP
behavior was modeled in [28] using stochastic differential equation analysis. According to this model a
dumbbell network topology is created where all the sources use TCP as their transport layer protocol as
shown in Figure 2. For simplicity, we assume the system is homogeneous where W(t) is the TCP window
size and q(t) is the queue length in packets and p(t) is the packet drop probability. Let R(t) be the round-trip
time of each TCP connection in second and C is the link capacity of single bottleneck link. Let T

p
 be the

propagation delay, r(t) be the input traffic rate and N(t) be the number of TCP connections.

A network can be modeled as “feedback control system” using control theory. In control theory, endpoint
(Ex. TCP Process) along with a router can form “plat” which is to be controlled by any controller. AQM
algorithm can be used as controller, which provides packet drop probability as a control signal to the plant
to adjust the source route. The AQM controller can be designed using control theory as shown in Figure 3.
The queue length can be used as controlled variable and Q

ref
 can be used as target queue length (reference

input) to the system. Based on current queue length and reference input, the error signal e(t) is calculated to
help the AQM controller in controlling the plant. At steady state the error signal is zero.

Figure 3: AQM design using control theory concepts

Figure 2: Network Model
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We followed the model presented in [28]. The model is described by Eq.(4) and (5).

� � � � � �
� � � �� �

� �� � � �� �1
, ,

2

W t W t R tdW t
f W q p p t R t

dt R t R t R t

�
� � � �

� (4)

� � � � � � � �
� �

, ,
dq t W t

g W q p N t C
dt R t

� � � (5)

On the other hand, the packet drop probability of LaQ is defined as

� � � � � � � �� �, , ref

dp t
h W q p p t q t Q

dt
�� � � � (6)

The queue length q and window size W are positive and bounded quantities i.e. � �0,q q�  and 0,W W� �� � �

where q  and W  denote buffer capacity and maximum window size respectively..

Assuming N(t) � N and R(t) � R
0
 as constants taking (W, q) as state as input, the operating point (W

0
, q

0
,

p
0
) is defined by

� � � � � �
� � � �� �

� �� � � �� �1
, , 0

2

W t W t R tdW t
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dt R t R t R t

�
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� (7)
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We linearize Eqs. (4)-(6) about the operating point using Taylor series approximation.

Let 0 0 0, ,W W W q q q p p p� � �� � � � � �

� �d W t f f f
W q p

dt W q p

�
� � �

� � �
� � �
� � � (8)

� �d q t g g g
W q p

dt W q p

�
� � �

� � �
� � �
� � � (9)

� �d p t h h h
W q p

dt W q p

�
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� � �
� � �
� � � (10)

This implies
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� � � �11 12

�
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�
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The stability of the proposed system is analyzed by obtaining characteristic equation. Performing Laplace
transforms of Eqs. (11) (12) and (13), we obtain:

� � � � � �11 12
sRsW s K W s K P s e�� � (14)

� � � � � �21

1
sQ s K W s Q s

R
� � (15)

� � � � � �31sP s P s K Q s� � (16)

where W(s), Q(s) and P(s) represents the Laplace transform of W(t), q(t) and p(t), respectively.

Next, we determine the characteristic equation A(s) of the network system from the Eqs. (14)-(16). To

compute the value of the characteristic equation A(s), the second order approximation 21 / 2sRe sR s R� � � �
is used. By using Eqs.(14)-(16) and second order approximation we have the characteristic equation:

� �
2 2 2

3 2 1 031 31 31
2 3 2 3

1 2 2 1 2 2
1

4 2 2

C RK C RK C KN N N N
A s s s s s

R N R N NR C R C R C R C

� � � � � �
� � � � � � � � � � �� � � � � �

� � � � � �
(17)

For the above Eq. (17), we let the coefficients of s3, s2, s1 and s0 are a
3
, a

2
, a

1 
and a

0
, respectively. We

have:

a
3
 = 1 (18)

2
31

2 2

1 2
1,

4

C RKN
a

R R C N
� � � � (19)

2
31

1 3 2

2 1 2

2

C RKN N
a

R C R R C N
� � � � (20)

2
31

0 3

2
,

2

C K N
a

N R C
� � (21)

Based on Eq. (17) the characteristic equation A(s) can be written as:

� � 3 2 1 0
3 2 1 0 .A s a s a s a s a s� � � � (22)

The system is stable, if all the zeros of A(s) are in open left-half plane (OLHP). For the Eq. (22), the
Routh table is constructed using Routh-Hurwitz theory and shown in Table 2.



LaQ: A stable loss and queue based active queue management algorithm... 771

Table 2
The Routh Table.

s3 a
3

a
1

0

s2 a
2

a
0

0

s1
2 1 3 0

2

a a a a

a

�
0 0

s0 a
3

0 0

For simplicity, let

2 1 3 0
1

2

.
a a a a

L
a

�
� (23)

Routh stability test states that the system is stable if and only if all the values present in the second
column of Table 2 are greater than zero(positive), i.e. :

a
3
 > 0, a

2
> 0, L

1 
> 0 and a

0 
> 0. (24)

Example 1: Consider the case for a network having parameters: N = 250, C = 20Mb = 2500 packets/
sec, R = 0.08 sec, K

31
 = � = 0.05.

From Eqs.(18)-(21), we have, a
3
 = 1, a

2
 = 68, a

1
 = 296.625 and a

0
 = 234.375. For the system stability, all

the elements present in the second column of Table 3 must be positive. The values of Table 2 are computed
using above values of the different network parameters and shown in Table 3.

Table 3
The Routh Table for Example 1.

s3 1 296.625 0

s2 68 234.375 0

s1 293.178 0 0

s0 234.375 0 0

As the values of second column of Table 3 is greater than zero(Positive), the proposed system is stable.

4. SIMULATION RESULTS

The performances of LaQ algorithm is evaluated and compared with existing AQM algorithms through a
number of experiments using NS2 simulator [29]. We use the queue length (packets), average delay (ms),
packet loss ratio, average jitter, mean and standard deviation of queue length and settling time (sec) as the
performance index. The performance of LaQ is evaluated in various scenarios using single bottleneck and
multi bottleneck link topology. Initially a single bottleneck topology is created as shown in Figure 4, where
250 TCP connections (N) pass through the common link between router R1 and router R2. The bandwidth
and delay of side links are 100Mb and 10ms, respectively. The bottleneck link capacity (C) is 20Mb (2500
packets/sec) and propagation delay is 20ms. Each TCP connection has equal round trip time (R = 0.08 sec).
The mean packet size is 1000 bytes and the buffer size is 600 packets. The router R1 uses LaQ and other
router use Droptail to manage the queue. All sources use TCP/Reno as end to end congestion control
mechanism and generate greedy file transfer protocol (FTP) traffic at the same time. Each simulation runs
for 100 sec. The reference queue length (Q

ref
) is 200 packets. For ARED, we set min

th
 = 100, max

th 
= 300,

� = 0.0, � = 0.9 and interval = 0.5. For PI, we set � = 0.00001822, b = 0.00001816 and sampling frequency
(�) is 170. For REM, we use default setting.
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For LaQ, we set control parameter (�) = 0.05, w
m
 = 0.1, M = 10 and the sampling frequency is 170, to

ensure the stability of the system.

We compare the performance of proposed algorithm with existing algorithms ARED, REM and PI
under various scenarios.

4.1. Stability under various scenarios

In this section, we compare the performance of LaQ with the existing AQM algorithms, ARED, REM and
PI using single bottleneck topology shown in Figure 4.

4.1.1. Experiment 1: Comparison of AQM algorithms

In this experiment we test the performance of LaQ and compare with ARED, REM and PI under
homogeneous scenario for 250 TCP connections. The quantitative comparisons of AQM algorithms
are summarized in Table 1. As illustrated in the table, LaQ achieve higher throughput, higher link
utilization with lower delay than others. The average delay of ARED is lower than others. However it
achieve lower throughput, lower link utilization with higher packet loss ratio. There is always trade-
off between link utilization and delay. With respect to all parameters we have considered, the

Figure 4: The single bottleneck topology.

Table 1
Performance of AQM algorithms.

AQM Algorithms LaQ ARED REM PI

Link utilization (%) 96.04 96.00 96.04 96.04

Throughput (Mbps) 19.20952 19.20104 19.20952 19.20952

Average delay (ms) 0.082711 0.061119 0.087979 0.113763

Settling time (sec) 1.99858 – 25.62280 90.11812

Packet loss ratio (%) 16.53 18.04 15.63 12.61

Average jitter (ms) 0.000222 .000166 0.000940 0.000866

Mean queue length (Packets) 203.542 0106.959 229.156 352.148
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performance of LaQ is better than others. The mean queue length of proposed algorithm is close to the
target with very small settling time than ARED, REM and PI. LaQ require 1.99858 sec to bring the
queue length into steady state. It shows that the settling time of proposed algorithm is faster than
others. However, ARED is not able to maintain its queue length around target (200 packets). Table 1
illustrates that proposed algorithm LaQ guarantee quality of service (QoS) by achieving higher link
utilization and higher throughput and reducing average delay and settling time. The settling time is
the amount of time required to move from the oscillatory behavior of queue length to steady state
condition. A smaller settling time represents the responsive connection. For the stability of the system,
maintaining steady state around target with small settling time is required.

Then the stability of AQM algorithms is analyzed by measuring queue length for the whole simulation
duration. The queue length dynamics of each AQM algorithm for 250 TCP connections is shown in Figure
5. We set the target queue length of each AQM at 200 packets. As shown in Figure 5, each algorithm can
stabilize the queue length around target with different settling time except ARED. However, LaQ converge
the queue length around target with faster response. It is demonstrated that LAQ is more efficient in controlling
the queue length around target than others.

Figure 5: Queue length of (a) LaQ (b) ARED (c) REM (d) PI.

(a) (b)

(c) (d)
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4.1.2. Experiment 2: Stability under sudden change of TCP traffic

In this section we test the stability AQM algorithms under sudden TCP traffic change. During simulation,
TCP traffics are added and dropped abruptly in the networks. At beginning, 250 numbers of TCP connections
are created and 100 additional TCP connections are arrived to the link at 50 sec. So total number of TCP
connections in the networks is 350 at 50 sec. At 70sec, same 100 numbers of TCP connections are dropped
from the network. The queue length of AQM algorithms are shown in Figure 6. The result shows that LaQ
efficiently stabilizes the queue length around target under time varying TCP traffic. It is less sensitive to the
traffic present in the network. The proposed algorithm manages well to keep its queue length around target
even when the TCP traffic varies dynamically. Proper adjustment of the packet drop probability of LaQ
helps to achieve the stability in queue length. On the other hand, the queue length fluctuations of PI and
REM are very large during traffic change as compared to ARED and LaQ. From this experiment, it is
observed that the proposed algorithm is stable under sudden change TCP traffic.

4.1.3. Experiment 3: Stability under random start time

In this section we test the stability of AQM considering 250 TCP connections whose starting time is random
between 0 to 10 sec. The queue length dynamics of each AQM algorithm are shown in Figure 7. In this the

Figure 6: Queue length under sudden traffic change of (a) LaQ (b) ARED (c) REM (d) PI

(a) (b)

(c) (d)



LaQ: A stable loss and queue based active queue management algorithm... 775

effect of random starting time of each TCP connection are analyzed on the stability of AQM algorithms.
From Figure 7, it is observed that the proposed algorithm is more stable than others under different starting
time. It takes around 6 sec to bring the queue length into steady state which is very less value than others.
The ARED algorithm manages to control queue length at 100 packets but not at given target (200 packets)
with setting time 12 sec. The settling time of REM and PI are more than 30 sec which is quiet higher than
LaQ. It shows that the proposed algorithm efficiently control the queue length around target under different
starting time of TCP flows as compared to other existing algorithms.

4.1.4. Experiment 4: Stability under multi bottleneck links

In this experiment, the stability of AQM algorithms are analyzed under multi bottleneck links. For analysis
we have consider a topology as shown in Figure 8. In this topology multiple bottleneck links are created.
The first one is between router R2 and R3 and another is between router R4 and R5. Each link in between
routers has the capacity 20Mb and delay is 20ms. The capacity and delay of other links are 100Mb and
10ms, respectively. Three different traffic sets, i.e. set-1, set-2 and set-3 are created with each of 200 TCP
connections. The TCP connections of set-1 traverse through all the routers from R1 to R6 and the TCP

Figure 7: Queue length under random start time of (a) LaQ (b) ARED (c) REM (d) PI

(a) (b)

(c) (d)
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connections of set-2 traverse through the bottleneck link between R2 and R3 and the TCP connections of
set-3traverse through the link R4 and R5. Each TCP connection in set-1 has same round trip time (RTT) of
240ms and RTT of each connection of set-2 and set-3 has same RTT of 80ms.

The queue length dynamics of each AQM controller are shown from Figure 9-12. It is observed
that LaQ is more efficient in stabilizing the queue length around target at both the routers R2 and R4

Figure 8: The multiple bottleneck network topology.

(a) (b)

Figure 9: Queue length of LaQ at router (a) R2 (b) R4

(a) (b)

Figure 10: Queue length of ARED at router (a) R2 (b) R4
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as compared to others. It shows that in presence of multiple bottlenecks the stability of proposed
algorithm is maintained. The proposed algorithm achieve better stability with faster settling time than
others in multi bottleneck links. Moreover, router R4 is more efficient than R2 in stabilizing the queue
length.

4.2. Stability under different network parameters

In this section we explicitly analyze the stability and robustness of LaQ algorithm by varying the different
network parameters such as number of connections, bottleneck bandwidth and RTT. We also analyze the
stability of the system under different target queue length and heterogeneous delay. The stability of the
algorithm is analyzed through the queue length measured.

4.2.1. Experiment 5: Varying the TCP connections

In this section, the stability of LaQ algorithm is analyzed with different TCP connections. In this the effect
of light and heavy congestion on proposed algorithm is analyzed by changing the number of TCP connections.
To achieve better stability of queue length in networks the amplitude of queue length fluctuation should be

(a) (b)

Figure 11: Queue length of REM at router (a) R2 (b) R4

(a) (b)

Figure 12: Queue length of PI at router (a) R2 (b) R4
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low. Large fluctuation in queue length brings high packet drop rate and leads to poor throughput. The queue
length dynamics of LaQ is shown in Figure 13 for TCP connections N=150, N=250, N=500 and N=1000.
From Figure 13 it is observed that proposed algorithm effectively stabilizes the queue length around the
target under different TCP connections. Under heavy congestion N=1000 there is a small fluctuation of
queue length for short period of time. However, LaQ achieves faster response under all the conditions
(light and heavy congestion) with small deviation in queue length. It shows the robustness of LaQ under
light and heavy congestion.

4.2.2. Experiment 6: Varying bottleneck link capacities

In this section the performance of LaQ algorithm is analyzed considering different bottleneck link capacities.
We set the capacity of the bottleneck link R1 to R2 to 2Mb and 50Mb using the topology shown in Figure
4. The queue length dynamics of LaQ is shown in Figure 14 for 250 TCP connections. As shown in figure
there is small overshoot in the queue length for both the scenario. The proposed algorithm LaQ has small
deviation in queue length for varying link capacities.

Figure 13: Queue length of LaQ for TCP connections
(a) N=150 (b) N=250 (c) N=500 (d) N=1000.

(a) (b)

(c) (d)
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4.2.3. Experiment 7: Varying Round Trip Times (RTTs)

In this experiment the performance of LaQ is analyzed considering 250 TCP connections with different
round trip times. In this experiment two simulation scenarios have been created. In the first scenario, the
RTT of each connection is 80ms and in second scenario the RTT is 160ms. Figure 15 demonstrates the
queue length of LaQ for RTTs 80ms and 160ms. The settling time of LaQ is slightly higher at RTT 160ms
than 80ms. The deviation of queue length is almost same after 4sec. It shows that LaQ algorithm effectively
stabilizes the queue length around target under different RTTs.

(a) (b)

Figure 14: Queue length of LaQ for bottleneck link capacity (C) (a) 2Mb (b) 50Mb.

(a) (b)

 Figure 15: Queue length of LaQ for round trip time (a) 80ms (b) 160ms.

4.2.4. Experiment 8: Varying target queue length

In this experiment the stability of LaQ is analyzed considering different target queue length. We set the
target queue length to 100 and 300 packets. The queue length of LaQ is shown in Figure 16 for 250 TCP
connections. It shows that the proposed algorithm efficiently stabilizes the queue length around arbitrary
chosen target with small overshoots.
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4.2.5. Experiment 9: Stability under different scenarios

In this experiment the stability of LaQ algorithm is analyzed under two different scenarios: (1) arrival of
new traffic suddenly whose starting time is random (2) different RTT for different sets of TCP connections.
In first scenario, 250 TCP connections created at the beginning of the simulation and then another 100 TCP
connections are added suddenly whose starting time is random between 0 to 50 sec. Figure 17(a) shows the
queue length of LaQ for the first scenario. It is observed from the figure that, LaQ is able to manage the
queue length efficiently with faster response and lower deviation in queue length under first scenario. It
shows that the proposed algorithm is robust under sudden arrival of TCP traffic whose start time is random.
In second scenario, three different sets each of 100 TCP flows are created whose RTT is different from each
other. The first set of TCP has RTT 80ms and second set has 120ms and third set has 160ms. The queue
length of LaQ is shown in Figure 17(b). It is observed that LaQ maintain its queue length efficiently around
target with small response time. There is small deviation in queue length at the beginning and then it is able
stabilize around given target.

Figure 16: Queue length of LaQ for target queue length (a) =100 (b) =300.

(a) (b)

Figure 17: Queue length of LaQ under (a) first scenario (b) second scenario.

(a) (b)
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5. CONCLUSIONS

In this paper a novel AQM algorithm called LaQ is proposed based on packet loss ratio and current queue
length to control congestion efficiently. It brings stability in the system by controlling the resources of the
router properly. During congestion, LaQ adjust the packet drop probability properly to control the router
queue. The packet drop probability of proposed algorithm is adjusted based on measured packet loss ratio
value and current queue length dynamically. We use control theory to analyze the stability of proposed
system and validated using NS2 simulator. The proposed algorithm LaQ is compared with ARED, REM
and PI in single bottleneck and multiple bottleneck link topology.

The result shows that the proposed algorithm efficiently stabilizes the queue length around target with
faster response and robust under significant change of network parameters such as TCP connections,
bottleneck bandwidth, RTT, arbitrary target queue length. The proposed algorithm outperforms existing
algorithms with respect to throughput, link utilization, average delay and packet loss ratio. In addition, LaQ
maintain its queue length closer to the target than others.
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