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ABSTRACT

In spontaneous Punjabi speech model, the speech is basically non-planed and non designed, there are generally
depicted by repetitions, preservation, wrong start, half-spoken words and non-planned words, silencegap etc. Ina
system of Punjabi speech detection including vocabulary, the identification needsthe eval uation among the audio
signal of the utterance and the variety of utterancesof the vocabulary. The primary purpose of theresearch paper is
tobuild theautomati c spontaneous speech recognition system for the Punjabi language. The Punjabi speech system
is trained and tested by the voice of different male and female speakers and GUI for spontaneous Punjabi live
speech system al so has been devel oped. The performance analysis of the speech system is measured by using live
speech method. The recognition accuracy for Punjabi speech sentencesis 91.17% and 85.38% for different Punjabi
words. The sphinx framework and java programming language are used to develop an automatic spontaneous
Punjabi live speech model.

Keywords: Acoustic Model, ASR, Filler, Dictionary File, Phone File, Transcription, Field File.

1. INTRODUCTION

Automatic speech recognition (ASR) is the method of mapping a sound waveform into atext and Situates
of wordswhich is alike to the sequence being communicated by the verbal words. [1] Presently, there have
been numerous of ASR products available. However, a lot of problems still present in real-world ASR
applications. The identification correctness of a machine is, in the majority, distant from that of a human
listener, and its presentation would debase noticeably with little variation of dialogue indications or talking
surroundings. Some of the works have been performed in the area of isolated, connected word, continuous
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Figure 1: Automatic Speech Recognition [6] System for Punjabi Language
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speech recognition system for the Punjabi language. But spontaneous speech recognition for the Punjabi
language [6, 7] is still a challenge for the researcher due to the recognition accuracy of the speech.

To construct ageneral purpose Spontaneous speech recognizer for the Punjabi Language, alarge quantity
of Punjabi datais required. So before starting to build an acoustic model for spontaneous Punjabi speech,
we need to prepare the Punjabi speech corpus.

1.1. Feature Extraction Techniques

In automatic spontaneous Punjabi speech recognition system, it is general to extort a set of features from
dialogue signal. Categorization is accepted out on the set of features as an aternative of the language
indicators themselves. The feature extraction phase seeks out to offer a dense demonstration of the speech
waveform. Feature extraction, by MFCC, isthe well-known method used for feature extraction. CMUSphinx
utilizes Mel-cepstrum MFCC features through sound following and spectral subtraction for noise lessening.
There is a variety of MFCC [4, 5] which is different by numeral factors, but not actually dissmilar for
correctness. The selection of the numeral of MFCCsto comprise in automatic speech recognition system s
widely experimental. In practice, the best possible amount of coefficients depends on the number of the
training corpus, the particulars of the training method, the numeral of Gaussian mixturesin the HMMs, the
speaker and surroundings disturbance distinctiveness, and every so often accessible computing assets.

1.2. Building a Spontaneous Speech M odeling for Punjabi language

The objective of the research is to fully develop the Punjabi speech database for Spontaneous Punjabi
speech recognition system. In order to perform these objectives, the work distributed into several phases.

1.2.1. Training Requirementsfor Spontaneous Punjabi Speech

Speech identification [1] performs on the basis of anyone speech reveals distinctiveness are exclusive to a
dissmilar narrator. The signal through training data and testing data session can be deeply dissimilar dueto
many factors such as person accent vary with time, due to the health stipulation (e.g. the speaker has a
cough), different rate of speaking and also acoustically and linguistically disturbance and variation recording
surroundings via microphone or telephone.

Table1l
Punjabi Speech Training Requirement process
Sr. No FProcess Description
1. Type of Speaker 25 Male Voice

5 Femaie Voice

Tools Micronhonae

Smart Volce Recorder
Wave Recoding Software
3. Sampling rate of the 16 kHz

audio

4. Bit Rate( number of 16
bits per second)

N

Recording

P S ——1
SeTfranmien wmono

b

Feature 39 double delta MFC coefficient
CTomputational
Funjabi - Frame Biockina N I =—— [ - Mal-Snactrium
-y Frame — t
SpPpeecn L 1
i Mol Cepstrum | ] CTspstrum . Mel Freguency
I I I Warping

Figure 2: Feature extraction Scheme [12]
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The list of configurations filesis required to build for building an Acoustic model [8] for Spontaneous
Punjabi speech. First, we need to train all the below-mentioned files for the training and decoding purpose.
For building acoustic model for the Punjabi language, the designing of etc folder and sphinx configuration
files, and for this purpose, we need to create following files

* PunjabiSpeech_db.dictionary —for Punjabi language Phonetic lexicon

* PunjabiSpeech_database.phone — Phone set file (individual sound units)

* PunjabiSpeech_database.Im.DMP - Language model for Decoding purpose

* PunjabiSpeech databasefiller - List of fillers (for rejected sound and silence gap)
» PunjabiSpeech_database training.fileids - List of training files ( path of wav file)

* PunjabiSpeech _database_training.transcription - Transcription for training ( text conversion of the
wav file)

* PunjabiSpeech database testing.fileids - List of files for testing (wav File)
» PunjabiSpeech _database testing.transcription - Transcription for testing
— Wav for Recording
Male Speaker_1.wav
Test_1.wav - Recording of Punjabi speech sound

Female Speaker 2.wav
Test_2.wav - Recording of Punjabi speech sound

Speaker_n.wav
Test_n.wav - Recording of Punjabi speech sound

1.2.2. Structure of Punjabi PhoneFile

Sounds of lexisin a speech [13] aretypically collected at a place of resonances, i.e. phones, which might be
measured as sub-word units. The Punjabi phone file depicts each individual resonance unit which isrequired
in the Punjabi dictionary for creating of words and sentences for the purpose of speech.
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Structur e of the Phone
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1.2.3. Structure of Dictionary filefor Punjabi Corpus

A Punjabi language [15] dictionary file, in which every word plans to a series of audio units to obtain the
series of audio units connected with every signal. The Punjabi dictionary files always contain a distinctive
entry and arranged consequently. The Punjabi dictionary offers articulationsfor lexisoriginateinthe Language
Model. The articulations shatter words into series of sub-word components found in the Punjabi acoustic
model. Sphinx-4 presently offers developments of the dictionary interface to maintain the CMU speaking
dictionary [5]. The Punjabi words dictionary looks like as:

Table3
Structure of the Dictionary File
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1.2.4. Filler Dictionary

Filler dictionary (Punjabi Speech database. filler) includes filler phones [14] (not covered by linguistic
model non-linguistic sounds like breathe, hmm or laugh, Aaa). It can enclose presently silences.

1.2.5. Transcript and Fields File

A transcript [14] isrequired to signify what the presenters are saying in the acoustic file. So in a case, the
conversation of the speaker renowned accurately the equal specific mode it has been traced, with silence
tag (starting tag <s>, ending tag </s>), go after by the file id which signifies the speech. The transcription
fileisthe text conversion of the wave file and Filed file isthe path of the same wave file. The followings are
the transcription and field file of the research work.
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w<mm TR w2 wiCT W T O </ s> testl  wav

wmw WM wWEH NS T «/ e tomtZ.wawv

<m» O W v NS T </ m>4) temstd.wav

<@ OO MY </ wr Ceostd,.wav

<m»> WO &' MY D </e> vesus . .wav

L OMHIWNE FUB B M D </ w> tosts . wawv

wmm HWIT O AN T D w/m> tomtT . wav

<mm WA Dfigwngeg Xgre” Y & </ o> vtostd, wav

wmm OV WQuy iy wd WA iiedwafSar fow whe, Fo o0 O O

<SS CemtD wawv
<m> WM. T T FOF YHe S NS U8 </m> testlO.wawv

<m> WG M Wbt Fer oo 778 Hx wie a1 U85 </m> temtll.wav
<m> WY NS worvra Y il I O </ w> tostl?.wav

wamm P WIF wle Aan000 . N it et O cfan teaav 1A waw

<m> THCE WY </ m> tomtlS.wav

<m> TWSTTTHTEA Mas IHNGS IWON </m> teomtlé.wawv

<m> WMDY WTNENVRNE WO WB” </m> tontl? . wav

<ma W WS GETTTOIE M </ s> Ttestl i, wav

wom ey preiEll WA MTOETETRNE </ > CostilD . wav

<m> FTNE T TNl ITIFST MY </ m> test20 . .wav

Figures 3: Transcription file-l

<m> FAWS Ty AW AT FIFT </m> tostZl.wav

<> WHWMET FHE AHCT I </m> tomt22 . .wawv

<u> T H BT BN </u> tostz2d, wav

<u> B B BEWY W </ u> teostZa.,.wav

Cm> WHRT &' B BEHT </n> tomtZ5.wav

<m> B B TN MHEC'T </=> tostZ6.wav

Cu> B HEWT W FOOE </ m> tewtZT . wav

<w> WHWEY FOOET ey Eh N BT R 5H w5 e odwy BN </

Coant2 . . wav
<Cm> FOOW WOTT SOl BN </w> tontZ29.wav

<m> HE! WIR HFHT @ EHITVA </m> toamtI0.wawv

<m> TR waTeH! DN Savey VAT AN </m> to=mtIl.wav

<u> W BN @ foulia s 5 </u> tostdZ. wav

<u> EmETwy o fRaTes SUR 5 WS </w> tostid. wav

<m> TRSDN TN D VN TD o HSTIHT WIR </=> tostId.wav

Figures 4: Transcription file-l

2. DECODING FOR THE SPONTANEOUS PUNJABI
SPEECH MODEL

The language model is used for the decoding purpose. The language model [3] is usually a N-gram model
in which the possibility of every word is trained only onits N — 1 predecessors. Language model allocates
a possihility to a series of m words by means of a possibility allocation. To model it we can use a regular
grammar. The language model, Imp extension file, depicts the possibility, likelihood in use when a series or
compilation of wordsis observed [4]. Thisin order is used to restrain explore and as an effect considerably
get better detection correctness. The language model file is simple text.

[Step 1] Input the Punjabi words data sets
[Step 2] To run the cmu command instruction and create the Punjabi vocab File
[Step 3] Finally language model will be used for decoding the given Punjabi dataset for recognition

Figure 5, completely demonstrate that once compilation the spontaneous Punjabi speech System, the
recognition accuracy for words are 85.39% and sentences are 91.17% of the given Punjabi dataset. Out of
691 sentences, 61 sentences and out of 2115 words, 309 words are failed while recognition. So sentences
error rate are 8.8% and words error rate are 14.6%.
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MODULE: DECODE Decoding using models previously trained (2016-06-26 21:10)

Decoding 691 segments starting at © (part 1 of 1)
pocketsphinx_batch Log File

Aligning resuits to Tind error rate

SENTENCE ERROR: 8.8% (61/691) WORD ERROR RATE: 14.6% (309/2115)

Figure5: Results of Punjabi corpus decoding

3. GUI FOR SPONTANEOUS PUNJABI LIVE SPEECH M ODEL

Finally, the GUI of spontaneous Punjabi speech model has been constructed using Java programming. The
spontaneous Punjabi speech model has two distinct options for identification of Punjabi speech. At first,
we have live speech test option and another we can use browse option to explore the path of the wave file.

B Punjate Acountic Modet Tew Osaiog .=_-m P SRR

Live Speach Test Wave e Ten

‘Mloqw: |C-: | Savw b Hte |

Figure 6: GUI for spontaneous Punjabi speech model
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Figure 7: Output of the Punjabi live speech model
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Figure 8: Output of the speech model through browse button
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4. PERFORMANCE MEASUREMENTS

The recognition accuracy [ 7] and the speed are the criteria for evaluating the optimality of the Punjabi live
speech model. Recognition Accuracy is caculated by how many words and sentences are failed during
decoding. And performance can be degraded by certain parameters such as:

a) Different speaking style

b) Different accents & Dialect
¢) Poor speaker condition

d) Pronunciation issue

€) Noise while recording speech

On thebasis of the Punjabi corpus, table 4 showsthe performance analyss of the automatic Spontaneous
Punjabi Speech model. Here we can see that the performance analysis on the basis of the recognition
accuracy of the correct Punjabi sentences and words.

Table4
Result Analysis
Spontaneous Total Correct Error | Recognition
Punjabi Speech Words/Sentences Accuracy (%)
Punjabi Sentences 691 630 61 .17
Punjabi Words 2115 | 1806 309 |85.38

5. CONCLUSION AND FUTURE WORK

The primary am of theresearchwork isto build agpeaker independent automeatic spontaneous speech recognition
system for Punjabi language corpus. So the ultimate objective was to focus on the actud research work donein
the area of spontaneous speech recognition system. For the implementation of the research paper, the sphinx
framework and java programming language have been used. The purpose of the research work isto improve the
recognition accuracy and to reduce the sentence and word error rate. The Punjabi speech modd is trained and
tested by different male and female speakers. The GUI aso has been created for Spontaneous Punjabi live
gpeech model for recognizing the speech at runtime environment. In the future, the Punjabi speech modd will be
trained by more speakers and more Punjabi vocabulary will be added. The focus will be shifting towards, for
improve the recognition rate of the Punjabi speech and faster decoding of the speech.
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