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ABSTRACT

Image mining plays a vital role for retrieving images from the repositories of data. Such databases are used in
various applications. The main usage is in the fields of medicine and remote sensing. This paper deals about the
medical images. The images fall under some features for easy retrieval they are as color, shape and some spatial
features. Commonly, the images has two broad categories, they are image clustering and image classification. The
main focus of our work is based on Image classification. The classification is considered to be the most important
part of digital image analysis, which is used to identify the unique gray level of images. Some of the techniques are
used in image classification, such as decision tree, support vector machine, CART, Naive bayes, k-means and k-nn
etc. In this paper, the decision tree algorithm is used mainly for handling the high dimensional data and to provide
the better accuracy for images. In the previous survey, the algorithm shows about 60% accuracy. So, as to overcome
the accuracy rate of medical images, the decision tree algorithm plays a major role for the enhancement.

Keywords: Image mining, Image classification, Image segmentation, Decision tree algorithm, Magnetic resonance
images (MRI) technique.

1. INTRODUCTION

Image mining is considered as a fundamental concept for the purpose of easy and accurate retrieval in the fields
of medical sciences. The image analysis methods, image modernization have been developed for the medical
application in image mining. To improve the specificity and sensitivity of medical images, some of the intelligent
approaches are explored in computer-aided diagnosis which leads to some of the image modalities such as
MRI, CT and ultrasound [1].The technique called MRI which holds multimodality imaging technology and it
does not produce further radiation comparing to the CT technique [2]. In the current period, the computed
tomography (CT) and MRI techniques plays a major role during the initial and final for the detection when the
treatment is indicated [3].

Image segmentation plays a vital role in analysis and for classification. It helps for partitioning the images into
several regions which depends on pixel based and edge based methods. To use the multiple parameters the
magnetic resonance image needs segmentation process. However, the accuracy factor is affected due to noise
variation in the images. So, it is necessary to improve the accuracy rate of segmentation method for the reducing
noise level factor. The main aim of image mining is to extract the related information from a huge collection of
images. It is due to the problem between image mining and CBIR. Because the above two methods should extract
the image from a large amount of data. The content based image retrieval focus on the contents of image which is
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referred as ‘features’. Commonly images can be extracted based on some features; they are color, pixels, text
features and shape. In this texture is considered as a dominant technique in the image processing.

Image classification plays an essential role so as to perform the challenging task in several application domains.
This paper reveals in the medical studies. Some of the applications are radiology, detection of tumours, cytopathology,
dermatology etc. The computer aided diagnosis (CAD) is the frequently used technique for giving the high sensitivity
rate of images. For this the segmentation should be quantitative and accurate. There was several classification
techniques used in image mining for providing the best accuracy rate classifier. Such techniques are neural networks,
association rule mining and fuzzy means etc. The classification system is used to provide the detailed results. So,
that the automated classification system is used in many medical diagnoses. By using all the available feature
subsets, the classifier finally selects the feature subset in the classification to provide the better accuracy [5]. Based
on training set, the image classifier has two divisions such as supervised and unsupervised classification. Supervised
classification is to classify the pixels of unknown identity by using the known informational classes whereas the
unsupervised classification is first divide the large number of classes by analysing the unknown pixels. Then, the
separate class is determined to define the value. During the training phase the relevant images undergoes pre-
processing technique and the feature extraction process [6].

In this work, the main focus is to enhance the accuracy rate of retrieved images by using the decision tree
algorithm. The magnetic resonance images (MRI) is mainly used for analyzing the images in an accurate manner. To
classify the MR image easily, the segmentation technique plays a major role in the clinical diagnosis. Also there are
some dominant techniques are used for the detection of lung cancer in human body.

2. RELATED WORK

Jarich et al. [7] specifies the cart algorithm is to classify the tissue types on the basis of derived parameters. The
main focus of this paper is to improve the accuracy rate of lung biopsies by calculating whether the biopsy devices
work for the better improvement. Mohsen keshani et al. [8] proposed computed tomography (CT) images for
segmentation and detection process. This paper works in the support vector machine (SVM) algorithm for detecting
images in 2D stochastic and 3D anatomical features. Some of the masking techniques are used for better performance.
The SVM are considered as hyper-plane which is used to separate the training data. The small amount of data is
needed to train the SVM algorithm. The hierarchical stages occur in this algorithm [9]. It also uses iterative training
algorithm for constructing optimal hyper-plane. This algorithm has a good generalization capability and the
computational complexities are reduced.

Wen-Hung Chao et al. uses the automatic segmentation method and simulated magnetic resonance (MR)
images. It is mainly due to the decision tree algorithm was used in this paper. On the basis of binary tree the decision
tree was constructed. The main focus is to check whether the algorithm improves the identification process better
in the human body. Various segmentation techniques are used to improve the detection of brain structures in MR
images [10]. The major capability of MR images is to identify the unsuspected diseases. It is treated as an advancing
technique comparing to the other [11]. The decision tree algorithm [12] placed in a well-ordered structure and it is
also easier to interpret. However, there is a problem of obtaining global optimal solution in this algorithm. So that
decision tree classifier provides the lower accuracy rate comparing to other classification techniques.

Min-chun yang et al. [13] provides automatic breast lesion detection system by using the naive bayes classification.
In this paper, the clock based storing method is used for identifying the detected lesions in an easy manner. There
is also an ultrasound images (US) are used for the development of computer aided diagnosis (CAD) and detection
systems. The naive bayes classifier is a best classification method and it requires large number of parameters. For
the classification purpose, the algorithm needs a small amount of training data for calculating the parameters [14].
Mahnaz Etehadtavakol et al. [15] introduced the adaboost algorithm. In this paper, the high infrared images (IR)
are used for capturing the changes in breast and then it provides the measuring accuracy rate. During the training,
the adaboost classifier is used to classify the invisible test images into malignant, normal and benign classes. S.L.A.
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Lee et al. proposed the random forest algorithm for better performance comparing to the other ensemble classifiers.
The main aim of this work is to improve the performance of automated detection systems by using classification
aided by clustering (CAC) method. The algorithm also provides a structure to hybrid random forest algorithm
based on this method [16].

3. PROPOSED WORK

In the proposed work, the decision tree algorithm is used for handling the high dimensional data. The main objective
of this paper is to enhance the accuracy level in the detection of lung cancer and also for easy retrieval of images.
Several data are collected for this work to provide better performance than the existing method due to high
accuracy rate and low computing time. So, the classification and segmentation are the two methods used to
achieve the lung cancer detection in human body easily.

3.1. Pre-Processing technique

The main aim of pre-processing technique is to improve the quality of images. For further processing the required
image features are little more enhanced. So that the noisy, incomplete and inconsistent data present in the images
are eliminated.

3.2. Feature extraction:

After the pre-processing techniques, the features of images are extracted for the classification purpose. Then it is
stored in the transactional database. If it is required, the existing features in the images are merged with new
features. By having the important features, the feature extraction analyzes the objects and images [17]. As per the
American cancer society, the lung cancer is considered as the foremost reason for the cancer death. So, it is
necessary to improve the detection techniques for the patient’s survival [18]. The magnetic resonance image (MRI)
and computer aided design (CAD) are the two powerful techniques used in this research area for giving the
accurate detection of lung cancer which is shown in fig 1.

3.3. Image dataset

The image dataset is collected from the various patients’ record in order to analyze the several types of cancer
affected area. The original image is retrieved first and the next step is to identify the accurate location in the lung of
human body. Several MRI image datasets are collected from the various scanning centres and hospitals. So, every
individual patient’s record are analyzed clearly.

Figure 1: Collected sample MRI image

MRI Image dataset:
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3.4. Pseudo code for Enhanced Decision tree

The decision tree algorithm is mainly based on hierarchical rule method. The nodes and branches are presented in
the decision tree. The above method has three parts: the first is to partition the nodes, the second is to identifying
the terminal nodes and finally the class is allocated to terminal nodes. The initial node in the tree is considered as
root node. The purpose of root node is to collect all the data and then it is classified into identical subsets which are
called as internal nodes. By using the decision tree algorithm the path is identified from the root node to leaf node.
So that it is easily converted to classification rules.

Pseudo code:

Load lungdatset % load the sample data

Ctree = fitctree (meas, species); % create classification tree

View (ctree) % image description

Decision tree for classification

1 if x3<2.45 then node 2 else if x3>=2.45 then node 3 else setosa

2 class = setosa

3 if x4<1.75 then node 4 else if x4>=1.75 then node 5 else versicolor

4 if x3<4.95 then node 6 else if x3>=4.95 then node 7 else versicolor

5 class = virginica

6 if x4<1.65 then node 8 else if x4>=1.65 then node 9 else versicolor

7 class = virginica

8 class = versicolor

9 class = virginica

Features of Decision tree:

1) In the decision tree algorithm, the classification steps are presented in a simple and fast execution.

2) It has the ability to provide high accuracy.

Figure 2: Pre-processed images

Cancer Detected area
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Advantages of decision tree:

1) Non-parametric training data can be easily handled in the decision tree algorithm.

2) The hierarchical association between variables are provided in this algorithm to predict the class.

3) It has a good computational efficiency

4. EXPERIMENTAL RESULTS

The final result is achieved in this work by using powerful algorithm called decision tree algorithm. In addition to
this, the magnetic resonance (MR) image technique is used in this paper for detecting the lung cancer accurately
and for very fast retrieval. In some area, the computer aided diagnosis technique is used for providing the objective
of diagnosis to reduce the operator dependability. Therefore, we achieve the maximum level of performance by
analyzing the images clearly by using the dominant techniques. Also, the individual performance is clearly noted by
every patient.

Figure 3: Detected cancer tissues from input image

Input image Detected Image

4.1. Performance analysis

The decision tree algorithm provides the best performance level comparing to the other algorithms by using the
magnetic resonance imaging (MRI). The technique is mainly used for improving the accuracy level in high order.
Hence, the performance level is calculated by using this algorithm achieves 92% in images. In the previous studies

Figure 4: Performance analysis
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the decision tree algorithm has given only 60% accuracy rate. But our work in this paper dominates the above
accuracy level. We have compared our proposed work with previous decision tree and various algorithms such as
support vector machine [18], naive bayes [13], CART [7], decision tree [19]. Based on this, performance analysis
our improved decision tree algorithm provides 92% for the better accuracy results.

5. CONCLUSION

In summary, the Magnetic resonance images (MRI) plays an essential technique for detecting the lung cancer. The
detected area is clearly seen in the images which are analyzed and processed by the decision tree algorithm for
better improvement. The individual patient report is seen correctly by detecting the affected area in an accurate
manner. More data can be collected during a short period of time because of the less computational time. The
enhancement in the decision tree algorithm in this paper provides 92% accuracy which is considered as the best
rate level comparing to the other algorithms.
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