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Abstract: State-of-Art machine-learning methodologies are employed for classification imbalance in the last few 
years and have attained enormous popularity. Particularly, several ensemble learning and boost techniques have been 
introduced for the classification of imbalance problem. But these algorithms can be improved for developing high 
predictive accuracy in the classification for two class imbalanced dataset. In this research work, a novel algorithm 
combining an ensemble-based learning algorithm (DataBoost-IM) with Machine learning algorithm (SVM) is proposed 
for improving the predictive power of classifiers for imbalanced Liver cancer cell dataset containing two classes. In 
the DataBoost-IM with SVM algorithm identified accuracy of both the majority and minority classes from imbalanced 
liver cancer cell dataset during execution. By integrating DataBoost-IM with SVM, a better performance is achieved 
in comparison with DataBoost-IM and EasyEnsemple algorithms. The newly introduced DataBoost-IM with SVM 
classification algorithm is tested making use of the liver cancer cell dataset, providing an accuracy level of 87.3%, 
which is 85.4% and 86.2% more compared to the DataBoost-IM and EasyEnsemple algorithms.
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EXISTING SYSTEM1. 
The classification algorithm usually gives more importance for the classification for the imbalanced dataset. 
The process of addition of new sample to the already existing is referred to as over-sampling and the process of 
eliminating a sample is called as under-sampling. But in classification problems having imbalanced dataset, the 
minority class have more possibility to be misclassified compared to the majority class, owing to their design 
principles, which optimizes the overall classification accuracy obtained from the machine learning algorithms 
resulting in misclassification minority classes [1].

Many of the researchers have discovered under-sampled examples of the majority class [5] and the over-
sampled examples of the minority class [3]. Specifically, several authors have introduced the majority class and 
the minority class for classification [2]. Few authors have assessed the boosting algorithms and ensemble learning 
algorithms for the classification of rare classes [6, 8, 9] and have integrated the boosting and synthetic data for 
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improving the prediction of the minority class [7]. Ensembles of classifiers comprise of a set of classifiers that 
are individually trained whose predictions are united for classifying the new instances [8, 9]. The boosting is an 
ensemble algorithm in which the performance of weak classifiers is enhanced by concentrating on hard examples 
that are hard to be classified. Boosting generates a series of classifiers and then the outputs of these classifiers 
are integrated making use of weighted voting in the last prediction of the model [10].

In every step of the data, the training examples get re-weighted and are chosen depending on the performance 
of the previous classifiers in the training data. This training data generates a set of “easy” examples having low 
weights and another set of hard examples having high weights. It is accomplishing by focusing on the correct 
classification of the hard examples. The studies carried out recently have shown that the boosting algorithm 
applies to a wide spectrum of problems successfully [10, 11]. Nonetheless, many recent studies conducted in 
the literature has been applied with success to cancer datasets samples.

In order to resolve this problem, the dataset extraction process can be widely categorized into three 
important sub-steps (a) Text Binarization using Niblack (N) and Markov Random Fields (NMRF) model, (b) Text 
extraction employing Hidden Markov Model (HMM) and (c) Text recognition by Hidden Markov Model with 
Partial (HMMP). At first, all the medical image reports are filtered by making use of the binarization method, 
so as to eliminate any noises, in case any noise exists in image. Thereafter the extraction of the text regions are 
performed making use of HMM [27]. After this, all of the connected Components are extracted showing the text 
portion in the image and every non-text character component is then removed. Once done, Optical Character 
Recognition (OCR) applying HMMP is utilized for recognizing the components extracted.

RELATED WORKS2. 
Data sampling has achieved great focus in data mining corresponding to class imbalance problem. Data sampling 
attempts to get over the imbalanced class distributions problem by the addition of samples or the removal of 
samples from the data set [13]. This technique enhances the classification accuracy of minority class but, due 
to infinite data streams and constant concept drifting, this technique is not appropriate for skewed data stream 
classification. Many of the available imbalance learning methods are only developed for two - class problem.

Ensemble classifier has also been developed for offering a probable solution to the class imbalance problem 
among researchers. In [16] proposed on the basis of the ensemble techniques SMOTE Boost and MSMOTE 
Boost for normalized synthetic example of over sampling. These techniques also computed the total number of 
examples present in the new dataset. The RUS Boost technique was designed to remove the examples from the 
majority class of under sampling and then got the total sum of weights in the new dataset [17].

New hybrid DataBoost. IM method was introduced for identifying the hard examples and then performs a 
rebalance process in both the classes of imbalanced dataset. This approach integrates the AdaBoost.M1 algorithm 
with a data generation technique [14]. At last, Easy Ensemble and Balance Cascade is introduced for hybrid 
Ensemble for the addition and removal of instances in a dataset. These approaches integrate both the bagging 
and boosting algorithms.

These algorithms are used for the classifier to work in parallel in a supervised manner. Easy Ensemble drive 
from Under Bagging and Balance Cascade are obtained from AdaBoost algorithm. Nonetheless, these learning 
techniques are greatly dependent on the original classification method and lack of generality. This relationship 
among these things is complex and task specific[15].

DataBoost-IM algorithm is a combination of boosting and an ensemble-based learning algorithm, along 
with data generation. This algorithm helps in identifying the hard examples and generates artificial examples for 



A Hybrid Ensemple Based Algorithm for Imbalanced Dataset Classification

International Journal of Control Theory and Applications165

class]16]. In this manner, focus has been on the improvement of the predictions accuracy of both the minority 
and majority classes making use of a novel approach of ensemble-based learning algorithm (DataBoost-IM) 
with Machine learning algorithm (SVM) for imbalanced dataset.

SUPPORT VECTOR MACHINE (SVM)3. 
The Support Vector Machine (SVM) is a reliable classification machine learning algorithm proposed by Boser, 
Guyon, and Vapnik in 1992 [18]. It increases the predictive accuracy of a model with no over fitting of the binary 
classification issue. [19][20]. In this research work, SVM Soft Margin is utilized for providing a classification 
accuracy of majority class and minority class. In this algorithm every example of both classes [21] are split and 
computed by the objective function below:
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This constraint in (2) and (3) is utilized for finding the minority and majority classes. It is also utilized for 
reducing the impact of outliers on the classifier.

OVERVIEW OF FRAMEWORK4. 
The framework is illustrated in Figure 1.

Dataset Description
It has become increasingly tedious to maintain and obtain the information in biomedical images in computer-
based patient report systems. In this case also the fixed textual information like patient reports or patient 
lab reports are full with X-ray images, MRI scans, CT scans, and video streams. Efficient filtering for 
digital medical images[12]. It is tried to have a more human-like style of logical thinking in programming 
computers.

Fuzzy logic is exploited when answers do not have a distinct true Mahmud et. al., [12] also taken Bangla 
multi font characters recognized isolate and continuous printed characters segmentation. In [15] feed-forward 
neural network is utilized for the classification of recognition data. After the document binarization a top-downs 
segmentation approach is used. The first lines of the documents are found, then the words get extracted and at 
last word and label word are matched, then the index value are stored to database [25].
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Figure 1: Overview of Framework

This search process needs a word models, a probable word lexicon or dictionary, and a statistical language 
model [25]. A report-based matching algorithm can do the recognition of the textual information from medical 
report images. It is utilized for converting the pixel information to text. At last, text will be stored onto database. 
In the system presented, HMM with Partial (HMMP) matching algorithm built for word level is employed.

PROPOSED ALGORITHM5. 

1. Data Pre-Processing Using Improved Weighted SMOTE
The imbalanced dataset is a basic subject, which has developed in Machine Learning [22]. Imbalanced datasets 
is imposed with different problems. The initial problem is about a measure of performance. For the purpose of 
overcoming this issue, evaluation metrics are used to guide the learning process towards the necessary solution. 
The second problem is deficiency in data. When a class may have an extreme small amount of samples, then it 
becomes increasingly difficult to develop accurate decision boundaries between classes. The third problem is 
noise. Noisy data have a serious effect on minority classes compared to majority classes. Class imbalance is a 
problem faced often in Bioinformatics datasets. Unluckily, the minority class generally is also the class of interest.

One among the techniques for improving this condition is data sampling. To get over this issue, an Improved 
Weighted SMOTE algorithm was introduced. Initially, Improved Weighted SMOTE [23-24] fixes different 
sampling rates for dissimilar minority class samples. A novel setting of missing data imputation is done, which 
is the assignment of the missing data in data sets with heterogeneous attributes by providing both continuous 
and discrete data accordingly.

2. DataBoost-IM with SVM
This paper introduces DataBoost-IM with SVM based on Ensemble Boosting algorithm combined with machine 
learning algorithm developed for imbalanced data classification. The algorithm proposed is utilized for getting 
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over the setbacks of over-sampling and under-sampling and enhances the classification precision based on the 
maximization of the data balance. DataBoost algorithm [16] according to the ratio of imbalanced samples, and 
combines the code generation of the sub-classifiers into a classifier. Boost and code generation technique can 
be utilized along with several other learning algorithms to boost their performance. In this manner, the newly 
introduced algorithm makes use of the minority class information, and also discovers the information of the 
majority class.

Consider an imbalanced dataset containing m examples from the majority class and n labels from the 
minority class where n > m. At first, the DataBoost-IM with SVM algorithm partitions the training data set into 
m equivalent subsets, where m is greater than or equivalent to i. Then the examples are added, which the results 
are different in two-class, to candidate data set. It is hard to determine the group of these examples. Therefore, 
these examples possibly consist of enormous information. Finally, the two chosen subsets are integrated into 
new training datasets, tested and a classifier is got making use of SVM algorithm. Experiments conducted in 
this work indicate the DataBoost-IM with SVM algorithm can provide meaningful classification information if 
the value of m.

On the basis of description mentioned above, the new DataBoost-IM with SVM algorithm is explained as 
below:

Algorithm: DataBoost-IM with SVM

Input: Sequence of m examples (x1, y1), ..., (xm, ym) with labels yi € Y = {1, ..., k}

Integer T specifying number of iterations

Initialize: D1(i) = 1/m for all i.

Do for: t = 1, 2, ..., T

1. Identify hard examples from the original data set for different classes

2. Generate synthetic data to balance the training knowledge of different classes

3. Add synthetic data to the original training set to form a new training data set

4. Update and balance the total weights of the different classes in the new training data set

5. Get back a hypothesis ht : X Æ Y.

6. Calculate the error of ht : Œt = S Dt(i) if Œt > l/2, then set T = t - 1 and abort loop.

7. Set bt = Œt /(1 - Œt).

8. Update distribution

9. Calculate using (2)

10. Calculate using (3)

11. Implement (2) and (3) in function (1)

12. Repeat

Until less than termination condition

Output the final hypothesis

The DataBoost-IM algorithm allocates equal weight for every example in the actual training set. The actual 
training set is utilized for training the first classifier of the DataBoost-IM ensembles. The identification of the 
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hard examples are done and a set of artificial examples get generated. Then the artificial examples are added to 
the actual training set and the class distribution and the total weights of various classes are rebalanced. Then the 
re-execution of the second and third stages of the DataBoost-IM algorithm are done till a user desired number of 
iterations is reached or the present component classifier’s error rate is worse compared to a threshold value [16].

Support vector machine employs a nonlinear mapping for transforming the actual training data into a higher 
dimension. In this new dimension, it looks out for the linear optimal separating hyper plane. With the aid of a 
suitable non linear mapping to an adequately high dimension, data from two classes can always be isolated by 
a hyper plane. The SVM discovers this hyper plane making use of support vectors and margins.

EXPERIMENTAL RESULT AND ANALYSIS6. 
Accuracy is an essential evaluation metric for the assessment of the classification performance and directing 
the classifier modeling. The experiment has been carried out making use of MATLAB tool for this combining 
approach. In order to assess the performance, various ensample algorithms such as DataBoost-IM[14], and 
EasyEnsemple [26] with a new algorithm DataBoost-IM with SVM a classification method are utilized in the 
liver cancer cell dataset.

Text based medical reports comprises of the information of liver cancer cell dataset. These medical reports 
will be transformed into liver cancer cell dataset samples. This dataset has 16500 liver patient records along 
with ten attributes that are fine-needle aspiration biopsy (FNAB) specimen’s tests. The liver cell function tests 
are associated with total high cellularity, acinar pattern, trabecular pattern, hyperchromasia, pleomorphism, 
irregularly granular chromatin, uniformly prominent nucleoli, multiple nucleoli, increased nuclear/cytoplasmic 
ratio, and atypical naked hepatocytic nuclei with this dataset. Among these dataset samples 70 % of the samples 
are utilized for the purpose of training and 30 % of the dataset is applied for testing. The experimental results 
have evaluated the performance of classifiers as indicated in Figure 2 and it is shown that the new DataBoost-IM 
with SVM algorithm provides greater accuracy.

Figure 2: Performance of Proposed Algorithm

CONCLUSION7. 
This paper proposed DataBoost-IM with SVM for the imbalanced liver cell dataset and provides the efficient 
extraction of the hard samples from the minority and majority classes. Furthermore, classified whether cancer 
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cells or not using Support Vector Machine (SVM). The experimental results got from the new algorithm indicate 
that greater prediction accuracy is obtained by employing DataBoost-IM with SVM when compared to the other 
available algorithms. The future research work will be utilized in the frame of multi class learning challenges 
and cost based learning issues.
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