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An Intelligent Decision Support System
for Cardiac Disease Detection

Lokanath Sarangi*, Mihir Narayan M ohanty®*, Srikanta Pattnaik?

Abstract: Quality servicein timewith lesscost isagreat challengein aimost all fields. In thefield of medicine,
research is carried out with the hel p of engineers. Disease diagnosisisvery difficult task in thefield of medicine.
Many complex case patients appear in the hospital for survival. Heart diseaseis one of such task. It ispredicted
by examining the report of ECG, MRI, Blood pressure, diabetes in traditional manner. Asiit is a multilayer
problem, authors have taken an attempt to diagnose through an intelligent decision system. It consists of two
phases. In initial stage, the symptoms are considered to select the tests required. Some of the cases, it may not
requirefor any test. For this purpose, the multi-layer perceptron network has been utilized. It has been trained
with BP algorithm. Once the tests are chosen, further processing is done using the RBFN to detect the disease
related to cardiac problem. RBFN with Gaussian Kernel function detects the problem accurately, that hel ps the
physicians for further care.

Index Terms: Cardiac Disease, Detection, ECG, MLPNN, RBFN, Decision System.

1. INTRODUCTION

Day by day smart service is a greater demand everywhere. Similar cases in the field of medicine create
challenge for physicians, laboratories of health care units. In recent years varieties of diseases are to be
recognized which isa complex job. Heart disease is one of them. For leaving being, it isanimportant organ
that controls the blood flow within the body. Any problem within the heart may cause the question of
survival. In addition, it affects the other parts of the body. The cardiac care, diagnosis of the disease related
to heart is an essential component.

For many purposes, the medical industries take the support of engineers and scientists for modern
equipment. Researchersin both the fields have tried to develop the smart equipment since last two decades.
In this work, the objective is to develop an intelligent decision support system for detection of cardiac
problem. It can extract knowledge from the historical database. The system can help the medical practitioners
for easy and faster diagnosis.

As the smart service is required with less cost, the computer-based systems may help to achieve the
purpose. Thesetypesof sysemwill help in case of dataacquigition, preprocessing of data, patient information
storage and also for monitoring purpose. Currently sufficient data are available to practitioners in recent
years. It includes the clinical symptoms; variety biochemical information and imaging information are
useful during diagnosis and treatment. For all these purposes, neura network based systems found to be
effective and is used in thiswork to develop a decision support system.

The remaining part of the paper is organized as follows

Section-11 describes the related work by researchers, Section-111 explains the proposed method and the
result is depicted in Section-1V, Section-V provides the concluding remark.
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2. RELATED LITERATURE

Many researchers have proposed many methods for detection of heart diseases including neural network
method. Some of them are cited in this section.

In [1], the model has been composed of cascaded Multi-Layer Perceptron (MLP).The network is
trained by LM algorithm Carlos Ordonez tried with an algorithm to reduce the number of rulesto predict
the degree of narrowing in arteries used for search limitation [2]. K.C Tan et.al proposed a hybrid GA-
SVM model which acted as agood classifier with accuracy 84.07% [3]. Jesmin Nahar et.al got the result
on heart disease data using various rules of data mining algorithms and found efficient result [4]. A
proposal for feature selection method called Kernel F-score Feature Selection (KFFS) used as
preprocessing step in the classification of medical data [5]. In [6], classification method based on
preprocessing the data with Principal Component Analysis (PCA) and differential evolution classifier
used to diagnose heart disease. Resul Das et.al proposed several tools and various methodologies for
effective diagnosis using Neural Network (NN) and Statistical Analysis System (SAS) [7]. GA based
system selects critical clinical features required heart disease diagnosis [8]. Various classifiers and
knowledge extraction techniques were improved the accuracy in this direction [9-13]. The usefulness of
MLP neural network architecture for heart disease detection brought arevolutionary change. Heart disease
database consisting of 352 cases were assessed with help of three methods cross validation, hold out and
boot strapping with aview to supporting Medical Decision Support System (MDDS) using ML P employing
back propagation algorithm. The accuracy was less than 90% and less time consuming to diagnose [14].
Artificial Neural Network and data mining technique using back propagation algorithm a system was
developed to predict heart disease with more accuracy. The MLPNN model had better result providing
the patient with early diagnosis as in [15]. Multilayer Feed Forward Network was analyzed with back
propagation algorithm gives high accuracy with momentum and variable learning rate to train the networks.
MLP NN requires compact architecture in comparison to other NNs.

3. PROPOSED METHOD

Neural Networks are suitable for solution of engineering as well as biomedica problems widely. In this
work, we have used the MLP network and RBF network for decision support system for heart disease
detection and diagnosis. MLP network for improvement of learning algorithm indicates a faster and higher
capability of detection. RBF network is similar to MLP. But in this case the features as pathological tests
represented in ‘N’ dimensional space. The hidden layer has a number of radial units to model any function.
It has a single hidden layer and a model any nonlinear function with a single hidden layer using Gaussian
activation function. These networks are computationaly efficient.

The block diagram of the proposed system is shown in Figure 1. It consists of two neural network
models back to back. Inthe first stage, the MLP network decides the type of tests required or not from the
patients symptoms. Thereare 13 symptoms consider in thiswork. It has used the back propagation-learning
algorithm with the different symptoms from database.
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Figure 1: Block diagram of proposed system



An Intelligent Decision Support System for Cardiac Disease Detection 2139

The MLP network architecture is depicted in Figure 2. Once the test is defined by model-1 can be
performed and the different attributes from the test are fed to the RBF network for detection of heart
disease. The attributes are eight test results. The RBF network used is shown in Figure 3.

3.1. Multilayer Perception
MLP is one of the most frequently used neural network architectures. The MLP architecture and the BP
algorithm for learning MLP are used for test recommendation from symptoms.
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Figure 2: Representation of ML P network

The inputs received (as shown in Figure 2) can be represented as an input vector and can be defined as,
A=(a, a,... a), wherea isthe signal fromtheith input. The weights connected to the jth neuron can be
represented as a weight vector, Wj= (wlj, W ... wnj), where W, represents the weight associated to the
connection between the processing element a, and the processing element a. While the threshold is
determined by the weights associated with the inputs (Eq. 1), it modulates the response of aneuronto pre-
defined range of values. Equation 2 defines the output y of a neuron as an activation function f of the
weighted sum of n+ 1 input. The threshold is incorporated into the equation as the input

SUM zéxivw (1)

y= f[ZWJ 2
i=0

n
1 if Z)qvw>0

f(x)= ‘;1
0 if sto

i=1

3

3.2. Radial Basis Function Network

RBFN usesinput layer, hidden layer and output layers smilar to MLP. In this, features are represented in N
dimensional space using center point and radius [16]. The hidden layer has a number of radial units to model
any shape or function. The number of hidden layer need not be more than one as sufficient number of radial
units can form a basis for pattern recognition. RBFN as against MLP can model any nonlinear function with
a sngle hidden layer using Gaussian activation function. Therefore, they can be computationally smple and
more efficient in a given scenario. The RBF network depicted in the second stage is shown in Figure 3.



2140 Lokanath Sarangi, Mihir Narayan Mohanty and Srikanta Pattnaik

Input Radial Basis Neuron
I LA 1

| Hidden Layer Output Layer

1 N ] Wy \

f— e . In Output
o ] @[T T 4 o o

b # ' Q/ a0

is . ® Wia ® e

| I | \ — l
Figure 3: Radial Basis Function Network
The Gaussian activation function used in RBFN is given by
T
Gj(X):exp[—(X—uj) Zjl(X—yj)} (4)

3.3. Training Algorithms

The neural network models the underlying function of a certain mapping through training. In supervised
application, aset of data samplesis provided for which the corresponding network outputs areto be trained
(Haykin, 1999). In this case the network parameters are calculated in such a way so that they minimize a
cost function and is represented as,

min 22, (Y (X0) = Fe (%)) (Y (%)~ F) (5)

where Q isthe total number of vectors from the training set, denotes the RBF output vector and represents
the output vector associated with the adata sample fromthe training set. A large variety of training algorithms
has been tested for training RBF networks. In initial stage, each data sample was assigned a basis function.
In RBF, centres are uniformly distributed in the data space. The function to be modelled is obtained by
interpolation. Inless basisfunctionsthen given data samples are used. A least squares solution that minimizes
the interpolation error is proposed.

X~

(6)
A set of generator functions is proposed for hidden unit activation function selection.

Finally, the combined network model for detection of disease from symptomsisshown in Figure 4. It is
the self-organizing network. As the new neurons are added to the hidden layer, the learning agorithm
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Figure 4: Proposed network for disease detection
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attemptsto maximize the magnitude of correlation among new neurons output and error of the network that
is to be minimized. The numbers of input and output units depend on the application. In the cascaded
learning process works as follows:

i) Initialize the input and output units based on the problem
il) Set the hidden node initial value
iif) Train the network
iv) Continue this till the present number is reached
V) Test the accuracy with corresponding test dataset
vi) Repeat the procedure until the error reduction.

4. EXPERIMENTAL RESULTS

Dataset used for experiment is comprised the information of Heart Disease. The data collected from local
hospitals and validated with data of UCI Repository. The datafolder actually consisted of 8 different datasets
with the variation in number of attributes. It is seemed to be more suitable with less number of 8 attributes
(out of 64) with 300 instances. The description of the data set isillustrated in Table 1.

Tablel
Different datasetswith thevariation in number of attributes
SN  Attribute Description Range
1 Age Patient’sAge 25-80
2 Sex 1=male; 0 = female 0-1
3 CP (Chest Pain)  Value1: typical anginaValue 2: non-anginal pain 1-2
4 BP Blood pressure(in mm Hg) 90-190
5 Cholstrl Serum cholesterol in mg/dl 120-560
6 FBS (Fasting blood sugar 110mg/dl ) (1 =true; O = false) 0-1
7 ECG Electrocardiography resultsValue 0: normal Value 1: having ST-T wave abnormality 0-1
8 Peak ST depression induced by exerciserelative to rest 0-6.5

The method primarily based on the information collected from precedent experiences and from current
circumstances, which visualizes something as it may occur in future is known as prediction. In this work,
a total of 300 data samples are used for simulating the network architecture. 210 samples are used for
training and 60 samples each are used for validation and rest are used for testing the system. Feature values
of seven attributes of all samples have been used as input neurons and feature value of one attribute is used
as output neuron in the first state of the classifier. In the second stage of the classifier the corresponding
values are five and one respectively. Maximum numbers of epochs are set at 300 and the network took 50
epochs to attain the required residual error value. Initially, the signals are obtained from various attributes
of the patients. These features are fed as input to the classifier for modelling the respective attributes to
classify the disease accurately.

Figure 5 shows the convergence with 220 samples. Figure 6 shows the performance of RBF networks
with 50 epochs.

5. CONCLUSION

In this paper, we have presented a decision support system based on the combination of MLPNN and
RBFN architecture for heart disease diagnosis. The approach based on MLP Back Propagation neural
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Figure 5: Convergence curve with Training Samples Figure 6: Performance of RBFN with 50 epochs

network is proposed for requirement of the test for Heart Disease. The Proposed system used nearly 8
significant medical attributes for Heart Disease detections with 13 attributes along with the symptoms.
The experiment performswell with the proposed algorithm and is validated with standard UCI repository
dataset. The training of Multilayer Perceptron Algorithm with BP algorithm found the best training
function. The experimental results show the encouraging results using proposed mode with
improved accuracy.
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