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Abstract : The next-generation of cloud computing will bloom on how efficiently the infrastructures are
instantiated and existing resources are employed dynamically. Efficient load balancing is oneof thekey challenges
in Cloud computing. Many cloud researchers had proposed different |oad balancing methods for cloud computing.
Existing load bal ancing techniques are encounterswith various challenges during dynamic work load distribution
for a heterogeneous public cloud in peak time. It can degrade system performance. Honey bee methods are
widely used for efficient load balancing. This technique can be improved by adding some new parameters such
asload calculator, priority checker, balancer status and symmetric balancing in existing method. In this paper,
we areproposing amodified version of honey bee behavior inspired load balancing (EHBB-LB) algorithm,
which intend to achieve wdl balanced load across the various virtual machines for maximizing the throughpui.
The planned algorithm also takes care of prioritized tasks in such a means that the quantity of waiting time of
the tasks in the queue obtains minimized. Proposed EHBB-L B technique and existing load balancing methods
such as FCFS and Honey bee are implemented over cloud-sim simulator 3.1 and various performance
comparison parameters are calculated for instance Make-span time and execution time of tasks before and
after applying load balancing. Simulation results clearly shows that proposed EHBB-LB method performs
excdlent in terms of makespan time and execution time as compared to existing methods.
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1. INTRODUCTION

The Cloud computing Cloud computing isamock-up for enabling suitable, on demand network access
toward ashared pool of configurable computing resourcesthat may be very quickly provisoned and released with

aminimum management effort.

1.1. Cloud Components

A Cloud system consists of 3 main componentsmentioned in below given figure:
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Fig. 1. Cloud Computing Structure.
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Clients: End users cooperateswith the clientsto manageinformationrelated to the cloud. Clients.
Data Center : Datacenter isnothing but agroup of servershosting diverse applications. An end user
unitesto the datacenter to subscribe different applications.

Distributed Servers: Distributed servers are the piece of a cloud which is present throughout the
internet hosting different applications.

1.2. Load Balancingin Cloud Computing

Load Balancing is a method in which the workload on the resources of a node is shifts to individua

resources on the other node in a network withno disturbing the running task.

L oad balancingin cloud using:

1.2.1. Typesof L oad balancing algorithms

» Sender Initiated : If theload balancing algorithmis begins by the sender.
* Recever Initiated : If theload balancing algorithmisbeginsby thereceiver.
» Symmetric: Itisthe combination of both algorithms sender beginsand receiver initiated.
Usudly depending onthe present state of the system, load balancing algorithms can be dienated into 2 kinds

asgivenin:

e Static: It doesn't depend on the present state of the system. Previous knowledge of the systemis

required.
Dynamic: Resultson load balancing are based on present state of the system. No previous knowledge
isrequired. So it issuperior to Satic approach.

Inacomplex and big systems, thereisagreat need for load balancing. For simplifying load balancing
worldwide (likeinacloud), onething can be doneis, applying the techniqueswould act a the components
of the cloudsin suchaway that theload of the entire cloud isbalanced. For thisreason, wecanusethree
typesof solutionswhich can beapplied to adigributed system (which requiredynamicalgorithm): honeybee
algorithm, abiased random sampling on arandomwalk procedureand Active Clustering.
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Fig. 2. Load Balancing Algorithms Hierarchy.
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1.2.2. Challengesin load balancing

While developing such efficient L oad balancing algorithmsfollowing challenges arecomeacross:
» Edimation of load-Estimatesthetotal loadsin the environment.
» Comparison of load-Compare dl theload to effective utilization.
» Stahility of different system-Different systems have different stability
* Performance of sysem-How systemisperforming in different conditions.
* |Interactions between thenodes- Animportant factor that how node are communicationto each other.
» Nature of jobto betransferred-Which type of job should be transfer.

» Sdectionof nodes-Thisload considered can bein termsof CPU load, amount of memory used, delay or
Network load.

2.OVERVIEW OF SOME CLOUD LOAD BALANCINGALGORITHMS

» Firg ComeFirg Serve(FCFS) : FCFSintended for paralel processing & isintend at theresource
withtheleast waiting queuetimeand issdected for theincoming task. The Cloud-Simtoolkit maintains
FCFS scheduling scheme for internal scheduling of jobs. Allocation of application exact VMsto
Hostsina Cloud based data centreisthe liability of the VM provisioned components. The default
policy implemented by the VM provisioned isastraight forward policy that allocatesaVM to the
Host in FCFSbass. Thedrawback of FCFSisthat it isnon preemptive. The shortest taskswhich
area therear of the queue haveto wait for thelengthy task at the front to end. Itsturnaround and
responseisquite low.

» Honey Bee Colony optimization : Alot of techniqueslike honeybee Foraging system, had been
took placeinthe areaof research. Thesetechniquestoo motivated by svarmintelligence. Thisagorithm
isderived fromthe behaviour of honey beesfor finding and reaping food.

Thereisacategory of beescdled the forager beeswhichforage for food sources, uponfinding one;
they come back to the beehiveto advertise thisusing adance named waggle dance. Theexhibit of this
dance, givestheideaof theclass or amount of food and too itsdistance fromthe beehive. Scout bees
thenfollow the foragersto thelocation of food and then beganto reap it. They then go back to the
beehive and do awaggle dance, which givesathought of how much food, isleft and henceresultsin
further exploitation or abandonment of thefood source.

In case of load balancing, asthe web serversinsst increases or decreases, the services are assigned
dynamically to control the changing demandsof the end user. The serversare grouped under virtual
savers(VS), every V Shaving itsown virtual service queues. Every server processing acal for from
itsqueue calculatesaprofit or reward, which isanalogousto theworth that the bees demongtratein
their waggle dance. One measure of thisreward can be the amount of time that the CPU spendson
the processing of arequest. The dancefloor in case of honey beesis analogousto an advert board
here. Thisboardisaso inured to advertise the profit of theentire colony. Each one of the servers
takestheroleof either aforager or ascout. The server later than processing arequest can post their
profit onthe advert boardswith a probability.

3.REVIEW OFLITERATURE
Herewearegiving studiesof current researchesof load balancing based on cloud computing.
3.1. A cot efficient load balancing based on honey bee behaviour in VM environment

Asper thefineresearch of authors ShegaY Sand Jayadekshmi S[1] in cloud computing atmosphere, theload
balancing of non pre-emptive autonomous tasksisasignificant aspect of task scheduling. Thetasks are executed
onVMsandtheseVMsarerunin parallel inorder that theload hasto be finebalanced acrossevery VMs Asthe
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cloud user pay for the service they may interested in dropping the execution time of task with the cost of usng VM
instanceslike CPU, Memory, Bandwidth etc. Projected algorithm balance the load acrossV Msefficiently by
mapping tasksto below loaded based on theforaging behavior of honey beesand if thereis morethan one below
loaded VMs, it too selects cost effective one via Pareto dominance approach. The experimental outcome
demonstrated that theagorithmisefficient when compared with current dlgorithmsand it too decreasesthe cost of
using VM instances.

3.2. Best possibleload balancingin cloud computing by proficient useof VM s

Shridhar GDamand and G Ram Mahana Reddy [ 2] proposed anew agorithmthat distributestheload ondl
existing VM swithout below/above utilization. Proposed algorithm handles theload at the server by bearinginmind
the existing statusof the all accessibleVVMsfor assigning thearriving requestsintelligently. TheVM assignload
balancer mostly pointson the best utilization of theVVMs They proved that proposed algorithmdistributestheload
and hence below/above utilization. When compared to current Active-V M load balance algorithm, the load was
not correctly distributed on theVV Msand from Table 3we can say that VM 0 isused aimost 10 timesmorethanthe
VM 24. 1t showsinitial VMsareover utilized and later VM sare underutilized. Proposed algorithm resolve the
difficulty of inefficient utilization of the VM s or resources compared to existing algorithm.

3.3. Anew honey beeenthused algorithm for dynamicload balancingin cloud environment

ChandrakantaKorat and Piyush Gohel [3] proposed an algorithmto maximize thethroughput. Through this
paper, they have discussed different honey bee inspired algorithms. Their proposed agorithm usestheidea of
pareto dominance' sweighted sum method for sdecting optimal VM and too work with preemptivetask scheduling.
Proposed dgorithmtag ontheforaging behaviour of honey beesfor assgning VMsto thetasksand utilize preemptive
scheduling. Pareto dominanceideais used for mutually selecting optimal VM and to locale prioritiesto thetasks
and here numerous QOS parametersare measured. The proposed algorithm works better with numerous gos
parameters. They consider fault rate of VM. So the system become more faultstolerant by using thisalgorithm.
Here VMsare considered with processing power of 1000-7000MIPS. Weightsare condgdered as0.5, 0.3, and
0.2 for w1, w2 and w3 respectively.

3.4. Honey beebehavior enthused load balancing of tasksin cloud computing environments

As per research of Dhinesh Babu L.D. and P. VenkataKrishna[4] Scheduling of jobsin cloud computing
isanoptimization difficulty. Load balancing of non-preemptive self-governing taskson VMsisasignificant
aspect of job scheduling in clouds. When certain VMs are overfull and left over VMsare under loaded with
jobsfor processing, theload hasto be balanced to attain best machine deployment. Through this paper, authors
proposed an algorithm named HBB-L B (honey bee behavior inspired load balancing), whichintend to attain
well balanced load across VM sfor make the most of the throughput. Proposed algorithm too balancesthe
priorities of taskson the machinesin such amanner that the amount of waiting time of the jobsinthe queueis
minimal. Therr resultsdemongrate that the dgorithmisefficient when evauate with presented algorithms. Authors
proposed method illustratesthat thereisan important development in average execution time and reductionin
waiting time of jobs on queue.

4.PROBLEM DEFINATION

Existing load balancing techniques havefollowing challengesbased on survey :
Slower Response Time: Slower responsetimeleadsto poor performancefor the system.
Higher Execution Time: Higher execution time demonstrates poor performance.
Selection of L oad balancing : Dynamic Load balancing demonstratesbetter performance.

Selection of partitioning method : Many load balancing techniquesare based on static partitioning,
which arelessefficient in huge environment.
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» Prediction of Task arrival patterns: Jobsarearrivefromvariousnodesincloud environment, soit is
quite hard to identified exact arrival pattern.

 Priority of Task : Throughout load balancing it isaso chalenging to execute jobs priority wise.
5.0BJECTIVE OF THE WORK

Themain purposeof thework istoachieved followings:

* Higher Response Time: Higher regponsetime demonstratesbetter performancefor the system. So it
isawaysadesirable, for better sysem performance.

» Lesser Execution Time: Lesser execution time demongtratesbetter performance.

» Load balancing method type: Dynamic Load balancing demonstrates better performance.

* Partitioningmethod : Dynamic partitioning method isrequired for large environment.

» Prediction of Task arrival patterns: Predict cloud load previous by usng symmetric load balancing.
 Priority of Task : Duringload balancing itistoo challenging to executejobspriority wise.

6. PROPOSED METHODOL OGY

Theproposed methodology EHBB-L B isbased on proficient load balancing. It usesfollowing key
concepts:
 Load digributionare based on instructionsinstead of task

» Calculateload earlier : Thebasicideabehind the EHBB-LB isto recognizeidle machinesand resources
earlier inshortest accesstime.

» Dynamicload partitioning : Proposed method isbased on dynamic load partitioning for instructions.
» Random sampling redesigned the queue Size, asper theload.

When ajob turnsup at the public cloud, thefirst step istodecidethe correct partition. The cloud
partition statuscan bealienated intothreetypes:

* |dle: Whilethe percentage of inactive nodes exceeds, changeto idle status.
» Normal : Whilethepercentage of the usua nodes exceeds, change to normd load status.
» Overload : Whilethe percentage of the overloaded nodes exceeds, changeto overloaded status.

6.1. Working of Proposed EHBB-LB M ethod

Following sepsareemployingin our proposed method :

» Theremoved tasksfrom overloaded VMsare measured as honey bee.

» Uponsubmissionto the under loaded VM, thetask will updatethe number of different priority tasksand
load of that exact VM to dl other waiting tasks Thiswill be helpful for other tasksinchoosing their virtual
meachine based onload and priorities.

» Everytimeahigh priority task hasto be submitted to other VMs, it must consider theVVM that hasleast
amount number of high priority tasksso that the particular task will be executed at the earliest.

» Sinceal VMswill be sorted in ascending order based on load, the task removed will be submitted to
under loaded VM.

* Inessence, thetasksarethe honey beesand the VMsarethefood sources. Loading of atask toaVM
isrelated to ahoney beeforaging afood source (aflower or apatch of flowers).

* WhenaVM isoverloadedi.e., related to the honey getting exhausted at afood source, thetask will be
scheduled to an under loaded VM similar to aforaging bee finding anew food source.

» Thisremoved task updatestheremaining tasks about the VM status smilar to thewaggle dance performed
by the honey beesto inform other honey beesin the bee hive.
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» Thistask will update the status of the Virtual Machinei.e., how many tasks are being processed by the
VM and about the number and particulars of high priority tasks currently processed by the VM ina
manner similar to the bees finding an abundant food source updating the other beesin the bee hive
throughout itswaggledance.

» Thisupdating will provide aclear ideain deciding which task should be assgned to whichVM based on
the accessibility and load of the VM s amilar to which honey bees should visit which food sourcerooted
inwhether honey isavailable at aflower patch or not.

6.2. Proposed Algorithm EHBB-L B for L oad balancing

Theproposed methodology “ Enhanced HBBL B” Technique usesfollowing steps:

Inputs: Number of Cloud brokers, server, Cloudlets, virtual machines, data centers and number of cloud
resources

Output : Load balancewill balance more proficiently on cloud machinesand generatesimproved throughput

Here Task isconsidered as ahoney bee and low loaded VM s are considered asthe goal of the honey bees.

Sep 1: Cloud Basic environment variable are created

1.1. Number of Virtua Machines set Vmi (wherei =1to n)

1.2..Number of cloudletsor user set CLi (wherei =1ton)

1.3. Createcloud Broker B

1.4. Createdatacenter DCi

1.5. Task representsby theset T={T1,T2............. Tn}

Sep 2: Calculatecloud system capacity

2.1. Assgn priority for task parameter-T, g T oog @dT,, represents high, mediumandlow priority tasks
respectively.

2.2. Assigninstruction of task Thigh, T epandT,, tol high’ I

2.3. Caculate Capacity Cvmof avirtual machine VM.

Cvm=(Number of processorsinVM) * (Number of ingtructionsof al processors) * (communication bandwidth
ability)

2.4. Calculate Capacity C of all VMsor Capacity of datacenter

c=Yci
i=1

Sep 3: Computetheload degree and calculate the average cloud partition degreefromthe nodeload degree

and | _ ,respectivelytoaVM.

medium’ low ?

3.1. Load degree (N) = ai A,
i=1
Where aiFi, (2 ai =1), showsweightsthat representsdifferent valuesfor or different kinds of jobsand N
representsthe current node.
3.2. Calculate the average cloud partition degree fromthe nodeload degree.

n

Load_degreeavgz Z Load degree(Ni)/n

i=1
Sep 4 Cdculateprocessng timeof aVirtual machine and al Virtual machines.
4.1. Processing time PTi, of dl Virtual machine
PTi = Load of all VMsinadatacenter/Capacity of all VMs
Sep 5: End User request are assgninto queue
5.1. Number of usersfrom variouslocation send request to cloud for their job processing Jobs Ji.
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5.2. Eachjobshaving number of instructionsor requests
5.2.1. Calculate computational time (Make span) of each job
Makespan = max{CTij || €T,i=1,2,...n
Where Ct = finishingtime
5.2.2. Check priority for eachjob
5.2.2.1. If any job has higher priority in queue will takefirst positing in queue
Sep 6: Check nodesload statuslevels
6.1. ldleWhen- Load _degree (N) =0, Thereisno job being processed by thisnode so the statusis charged
tolde.
6.2. Normal for-0 < Load degree(N) <= Load_degreehiglh
Thenodeisnormal and it can process other jobs.
6.3. Overloaded When- Load_degreehiglh <=Load degree
(N) Thenodeisnot availableand cannot receivejobsuntil it returnsto the normal.
Sep 7 : Proceedthe jobswhich arein ready queue
7.1. Submit thelist of tasks T =T1, T2...Tnby theuser.
7.2. Get theavailable virtual resourcesfrom datacenter.(for i.e., VM1,VM2...VMm.,)
7.3. Check if (Standard deviation< Threshold time) Systemload is balanced and Exit

Where Q = [(1/3%))"(PTi - PT)*]"?
i=1
m : No of Virtual machineVm
Q : Standard deviation
PT = Load/Capacity
Ts = Thresholdvaue
7.4. Processing of queue Jobs
7.4.1. Select each job one by one
7.4.2. proceed it into the VM sby considering the assign priority and load
7.5. Computethefitnessvalue, Q <Ts,
Wherethreshold value Tsisin betweenOand 1
7.6. Based on Fitnessvaue, employed bees- Update the available source postion by.
Bj = (Xij* Wij) +2*(Lij—0.5) * (Xij - Xkj)L1 + Qij(Xij —Xkj) L2
Where- Wij = L1=1/( 1+ exp*(—Fitness(i) / ap))

L2 = 1if beeisonlooker one
L1, L2—arefixednumber,oorl L2 = 1/(1+exp*(- Fitnes(i)/ ap)), if abeeisemployed one
Where-
Xij = Nearest neighborhood employed bees.
Wij = initid weght
Xkj = nearest search solution of onlooker bees.
Ap = Ftnessvalueinfirg iteration
Lij = Random numbersbetween[0,1] for employed bees.

Qij = Random numbersbetween [0, 1] for onlooker bees.
7.7. Employed bee share hisinformation related to neighborhood position. With onlookersbee and scout
bees.

Sep 8. Repeat tep 2to 7, for eachiterationsunlessabest solutionisnot found
Sep 9. After allocating dl tasks, check theload of theVms.
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9.1. If any virtual machineV, isoverloaded, it goesfor next under loaded V,, and assignsthe task.

9.2. After completing theeach task, repesat the processfor all theavailable jobs/taskstill the system become
balanced

Sep 10. Stop
7.SSMULATIONAND RESULTS

We are using Cloud Sim 3.1 and its supporting tools( Java Net beans | DE) to smulate our proposed work.

Following performance comparison parameters are calculated for FCFS, Honeybee and proposed EHBB-
LB method :

7.1. Makespan -can be defined asthe overall task completion time

Number of task (1 task = 100 Instructions FCFS HBBLB E-HBBLB
35 564 525 475
40 664 630 581
45 927 790 715

Makespan Time Comparison

900 @FIF0 g HBBLB wE-HBBLSE
o
E
=200
.E?GC 1 664530
3 581
2800

500 -

400 -

35 20 45
Number of tasks

Fig. 3. Makespan time with FCFS, HBBLB & EHBB-LB

7.2. Comparison of execution timeof tasksbefore and after applying theload balancing for proposed
EHBB-LB

:

M Before Load Balancing 927
NSCC i M After Load Balancing

664

35 20 45
Number of tasks

Fig. 4. Execution time of tasks before and after applying load balancing with E-HBBLB
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7.3 Per centage of overloaded and non-overloaded VM safter applyingHBBLB and E-HBBLB

VM statusin % after Load Balancing
HBBLB EHBB-LB
Non-Overloaded Overloaded Non-Overloaded Overloaded
8020 100 0

0% VM statusafter HBBLEB Load Balancing
/0 __

80% hd PJ Or't-O'v'Ef bajed
» Overlbaded

Fig. 5. Percentage of overloaded and non-overloaded VM s after applying HBBLB.

0% VM status after EHBB-LB Load Balancing

» Non-Over lbaded

100%

» Overbaded

Fig. 6. Percentage of overloaded and non-overloaded VM s after applying E-HBBLB.

In order to comparetheratio of overloaded and non-overloaded VM s after applying the algorithm, we have
applied same set of VMswith 40 tasksto HBBLB aswell asE-HBBLB. Fig. 2(a) showsthat after applying
HBBLB, therewere ill 20% of VMsleft overloaded whereas after applying E-HBBLB, none of the VMswere
overloaded. Fig.2(b) depictsthat E-HBBLB left the OVM set empty and therefore the percentage of overloaded
VMsafter applying E-HBBLB is(0%. It revealsthat the proposed algorithm clearly outperformsthe HBBL B.

7.4 Response TimeVsNumber of Task/Instructions
Responsetimeiscaculated for FCFS, Honey Bee & Proposed E-HBBLB where numbers of task/ ingructions
arevariablefrom5 to 65 tasks.

Response Time in seconds

70 - Number of task

(1 task~ 100 Instructions)

60

S0
® FCFS

40
30
Honey Bee
20
1
L - . - - W Proposed E-HBBLB
- el
1 2 3 4 S 6 7

o

0

Fig. 7. Response Time Vs Number of Task/Instructions
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7.5. Response TimeVs Number of Virtual M achines

Responsetimesiscaculated for FCFS, Honey Bee & Proposed E-HBBL B for various numbersof virtua
machinesfrom5to 30

Response Time Vs No of Vitual Machines

50

25 = Number of Virtus

Machines
20
W FCFS

15
Honmey Bee
10
5 ‘ m Proposed E-HBBLE
o n
1 2 3 - 5 3

Fig. 8. Response Time Vs Number of Virtual machines.
7.6 Waiting Time

Waiting time is defined as how long each process has towait before it gets it’s time dlice. Thetable
5.5.4 and figure 5.5.4 shown below isthe Waiting timeto access the resourcesfor the usersof the cloud.

Waiting Time in seconds

10 - Nombor of sash
T L L —.

50 W FCFS

roney Bee
20
10
Ii “ i ® Proposed E-HBBLE
0o - i
1 2 3 “ - 6 7

Fig. 9. Waiting Time for FCFS, Honey Bee & Proposed method.
8.CONCLUSION

Cloud Computing offersavery large number of prospectsof using I T infrastructure asadtility with alot of
possihilitieslike scaling down and scaling up depending upon the needs of the association. However, comparable
to mog rising technologies cloud computing isdso having problemsthat need to beresolved. Thiswork gartswith
an introduction to cloud computing then explained the difficulties that need to befocused in the coming
future aswell cover variousload balancing techniques, its need and challengesfor cloud data.

Present work explains L oad Balancing problem asthe mgor problem. The Load balancing method proposed
EHBB-LB overcomestheload balancing trouble for cloud computing. The result analysis demonstratesthe
performance of the proposed methodology and current load balancing methods FCFS and Honeybee method.
Variouscomparison parametersare congdered for al thethree methods. Simulationresultsclearly demonstrate
that our proposed methodology EHBB-L B having outstanding resultsin terms of makespan timeand execution
time as compared with current methods.
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