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Iterative Decoding of Differential Space-
time Coded FEC-based Multiple Descriptions
Saikat Majumder* and Shrish Verma*

Abstract :  Differential space-time block codes (DSTBC) has been shown to be a recursive code and can be 
decoded using iterative techniques. In this paper we propose a three stage iterative decoding technique for 
differential space time coded FEC based multiple descriptions, in which DSTBC act as innermost code. FEC 
based multiple description system consisting of Reed-Solomon and convolutional code in 2D structure act 
as outer code in the proposed scheme. All the three stages iteratively exchange information and redundancy 
available at one stage of code improves the decoding performance of the composite system. We show that in 
the proposed scheme, because of three stage iterative decoding, signifi cant improvement in PSNR is obtained 
for decoded multiple description image..
Keywords : Iterative decoding, space-time code, Reed-Solomon code, DSTBC, MIMO, multiple description 
coding.

1. INTRODUCTION

The growing demand for multimedia services on portable wireless devices has motivated researchers to 
explore more robust techniques for transmission of data. Multiple description (MD) coding is one of such 
techniques which have been proven to be effective on packet loss channels. MD coding generates multiple 
correlated descriptions of an image or video. Any combination of the available descriptions can be used 
to reconstruct the original source with certain fi delity, with increasing number of descriptions enhancing 
the quality of reconstruction. Thus due to individually decodable nature of the descriptions, the loss of 
some descriptions or packets does not jeopardize the reconstruction from the received packets. Multiple 
description coding techniques can be categorized into two major classes: source coder based and channel 
coder based techniques. From source coding perspective, some of the important techniques are MD scalar 
quantizer [1], MD correlating transforms [2]. It is the channel coding perspective, known as forward error 
correction (FEC) based multiple description coding, on which we shall concentrate in this paper.

FEC based multiple description coding has received more attention [3]-[9] in research literature 
compared to source-coder-based approach since it is fl exible in generating arbitrary number of descriptions 
from progressive bitstream. Initially FEC based multiple description coding was proposed for packet loss 
channels. Mohr et al. [3] proposed a multiple description coding scheme which uses two dimensional 
(2D) arrangement of Reed-Solomon erasure correction codes for transmission of progressive images over 
packet loss networks. For graceful degradation of received image with packet losses, authors proposed 
construction of a balanced MDC from a progressive stream using priority encoding transmission (PET). In 
this scheme, contiguous symbols from the progressive stream are distributed across multiple descriptions, 
such that loss of some of the data packets do not affect the reconstructed image quality signifi cantly. The 
source symbols are protected against loss of descriptions by using systematic Reed Solomon codes, and 
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the level of erasure protection depends on the relative importance of the information symbols. This and 
similar works were extended to wireless channel (in contrast to packet loss or ‘on-off’ channel) by Sachs 
et al.  [4] where convolutional code is used to provide additional protection to each description. In [10], 
a trellis based optimum redundancy allocation for n-channel FEC and using turbo code as channel code 
was proposed. In [5], 2D multiple description coding is employed with orthogonal frequency division 
multiplexing (OFDM) for transmission of progressive image, employing time and frequency diversity 
simultaneously. In all the above mentioned work, no feedback information is passed from FEC (i.e.Reed 
Solomon code) to channel code (i.e. convolutional code). In [6] an iterative algorithm is proposed for 
decoding of FEC based multiple descriptions codes, where correctly decoded Reed-Solomon code is used 
to enhance the error correction capability of convolutional code in next iteration. The iterative decoding 
is performed by passing only hard decisions between the decoders. Most of the above mentioned research 
concerning FEC-based multiple description coding, one typically applies channel soft-decision values to 
Viterbi algorithm as inner decoder. Hard decision output of channel decoder is then applied to a typical hard 
decision input Reed-Solomon decoder, e.g. Berlekamp-Massey algorithm [11]. It has been demonstrated 
in [8] that iterative soft-input soft-output decoding of concatenated Reed-Solomon and convolutional code 
can signifi cantly improve decoder performance.

In spite of MDC and product code used for transmission of multimedia information, channel 
capacity remains an unmovable barrier [12]. The need for higher data rates can no longer be supported 
by simply allocating wider frequency bands and thus other techniques of increasing channel capacity has 
been explored by the researchers.  One promising technique is the use of multiple-input multiple-output 
(MIMO) antenna systems. MIMO antenna systems utilize spatial diversity to achieve gain in link quality 
and hence capacity. Coordinated use of multiple antenna to achieve spatial diversity has been proposed 
in the form of space-time codes [13], [14] and layered space-time codes [15]. Alamouti code [13] and 
similar space-time block codes are designed based on the principle of orthogonality.  Because of this, such 
schemes are sensitive to channel errors and are more diffi cult to design for fast fading channels. Space-
time block code demodulation requires perfect channel state information (CSI) in order to achieve full 
diversity [16]. Estimation of channel information can be avoided by differential space-time block coding 
(DSTBC), which is similar to differential phase shift keying (DPSK) used in single-input single-output 
(SISO) antenna systems. But this advantage comes at a cost. DSTBC receiver requires about 3 dB more 
power than coherent receiver to achieve same error rate. Even with this loss, DSTBC is very competitive 
for fast fading channels because of the diffi culty of obtaining channel information reliably.  In [16], [17], 
iterative decoding technique by serial concatenation of DSTBC and convolutional code is proposed for 
iterative noncoherent detection of differential space-time code.

In this paper, we extend the scheme of Chang et al. [6] to include  MIMO antenna system to achieve 
diversity gain in fading channel. Our innovation lies in incorporating iterative decoding between FEC 
based multiple description decoder and MIMO demodulator. This results in two signifi cant outcomes. 
First outcome is improved decoding performance compared to similar existing schemes in literature for 
coherent scenario. Secondly, for case without CSI, we signifi cantly narrow down the 3 dB performance 
gap compared to coherent receivers. As MIMO demodulator, we consider soft-input soft-output MAP 
DSTBC decoder, which can exchange soft information with outer decoders consisting of MAP decoder for 
convolutional code and RS decoder. For evaluating the performance of the proposed system, we compare 
it with similar iterative decoder in literature. Simulations are performed for cases with and without channel 
state information (CSI) at the receiver.

The structure of the paper is as follows. In Section 2, we provide the technical preliminaries related to 
MDC and differential STBC. In Section 3, we provide the system model. Section 4 describes the proposed 
iterative decoding algorithm in detail. In Section 5, simulation results and discussion are provided, and we 
conclude this paper in Section 6.
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2. PRELIMINARIES

A. FEC-Based Multiple Description Coding

Fig. 1 illustrates the actual realization of n-channel FEC based multiple description coding by applying 
unequal FEC to different parts of progressive bitstream. As seen in the fi gure, fi rst source symbol (shown 
as 1) is encoded with (n, 1) RS code (column 1), source symbols 2 and 3 are encoded with (n, 2) RS code 
(column 2). Subsequent symbols are encoded in similar way with decreasing level of protection using 
(n, kl) RS codes, where  k1  k2   ... kl ...  kL, and L is the number of RS codewords. That is, the symbols 
in the beginning of the stream are given more erasure protection compared to the subsequent symbols in 
the stream because of relative importance of bits at the beginning of the progressive bitstream. Any error 
or erasures in l-th column (of RS code) can be corrected if kl symbols are received correctly. Descriptions 
or packets are formed by taking symbols row by row from the RS codes as shown in the fi gure. In this 
process, the progressive data is converted into multiple descriptions in which contiguous information is 
spread across multiple packets. Similarly, if any q out of n descriptions (horizontal) are received without 
any error, those codewords (vertical) with source symbols less than or equal to q can be recovered. 
Recovery of q descriptions will result in source or image distortion of D(Rq), where D(R) is distortion-
rate function and Rq is the rate corresponding to information symbols of q descriptions. Descriptions thus 
formed are appended with CRC and channel coded with recursive systematic convolutional code (RSCC) 
before transmitting over wireless channel to the destination.
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Figure 1: Formation of multiple descriptions from a progressive bitstream using Reed-Solomon code and convolutional code

B. Differential Space-Time Codes

In this paper we shall focus on differential space-time block code (DSTBC) of Hughes [21] for multiple 
antenna transmission. DSTBC can be demodulated without channel knowledge at a loss of 3 dB in signal-
to-noise ratio (SNR) with respect to decoding similar space time code with complete channel knowledge. 
DSTBC code of Hughes is based on unitary matrices with a group structure, forming a space-time group 
code. If G be the group of unitary matrices, then GHG = GGH = I for all G G. For a system of T transmit 
antennas with constellation C, for space time code C C and for any S  T there is a matrix D such that 
C = DG for all G  G [12]. For example, with T = S = 2, the BPSK group is G = {G(0), G(1), G(2), G(3)}, where

 G(0) = (1)1 0
G

0 1
–
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ê ú =ê úë û
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Encoded output in DSTBC, similar to differential phase shift keying, depends on the previous 
transmitted symbol. The fundamental difference equation for the calculation of encoded symbol at 
time i is

 Xi = Ci = G( f(di)) Ci – 1 (3)
For calculating fi rst symbol C1 (at time i = 1), the reference symbol taken is C0 = D. In (3), G( f(di)) is 

one of the symbols in the group G and f (di) is a rule or function that maps bits pairs di {00,01,10,11} 
to one of the four symbols in the set G. Group property ensures that Ci is a codeword if Ci – 1C is a 
codeword. Xi is used to indicate the transmitted DSTBC symbol. The S rows of Ci are transmitted as S 
consecutive space-time symbols. To decode the received signal yi, there is a simple differential receiver 
which computes [21]

 Ĝ  = maxG G  Tr Gyi  yi – 1  (4)
In contrast to straight forward method of decoding given in (4), which incurs a 3 dB loss, we shall apply 

MAP decoder proposed in [16] for iterative decoding. Because of one unit delay involved in differential 
operation in (3), the encoder can be described by a trellis similar to convolutional code. Hence, MAP 
decoding by algorithms like BCJR [22] is also possible.

3. SYSTEM DESCRIPTION

The basic transmitter is shown in Fig. 2. Multimedia information is encoded by a progressive source 
encoder (e.g. SPHIT or JPEG 2000) to produce a bitstream u. The contiguous source bits are grouped 
into RS code symbols of m bits, i.e. GF(2m). As described in Section 2, these symbols are encoded with 
(n, k) RS code with level of protection depending on relative importance of information symbols. If the RS 
codewords are arranged as columns in Fig. 1, descriptions or packets are obtained by extracting symbols 
along the rows. Each descriptions is encoded, row-by-row, using recursive systematic convolutional code 
(RSCC) to produce bitstream r. Bits in a RSCC coded description are interleaved and fed into DSTBC 
encoder block for transmission through wireless channel.
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Figure 2: Encoder block diagram consisting of cascade of FEC based multiple description coder and DSTBC

Transmission takes place over a channel with T transmit and U receive antennas. At time slot i, the 
transmitting antennas transmits S rows of STBC symbol Xi over the channel. The demodulated baseband 
signal at a receive antenna at time i is

 yi = X H N
T i i i


+  (5)

where Hi = [htu (i)] is the T × U channel gain matrix, Ni is AWGN matrix with variance of each element 
being 2 = N0/2, and Xi is transmitted code from (3). At the receiver we propose three stage serially 
concatenated iterative decoding scheme where information is exchanged to and fro between DSTBC 
demodulator (inner decoder), RSCC decoder (middle decoder) and RS decoder (outer decoder). The 
serially concatenated decoder is shown in Fig. 3. Inner and middle decoder use the a posteriori probability 
(APP) decoding algorithm, whereas outer decoder use the hard decision algebraic decoding algorithm by 
Berlekamp and Massey [23]. The three stages form two iterative decoding loops: inner decoding loop and 
outer decoding loop, as explained in next section.
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4. THREE STAGE ITERATIVE DECODER
In the iterative decoder of Fig. 3, the inner decoding loop consists of DSTBC APP decoder and RSCC 
APP decoder. DSTBC decoder receives signal yi at time i and outputs extrinsic information Le (di), which 
is then deinterleaved and applied to RSCC APP decoder as a priori input La (ri). Extrinsic output Le (ri) 
is applied back to DSTBC APP decoder, while a posteriori output Lp(ri) acts as input for outer loop. Both 
the decoders in inner loop use BCJR algorithm for soft-input soft-output decoding. Outer decoding loop 
consists of performing hard decision on output Lp(ri) of RSCC decoder and hard decision RS decoding by 
Berlekamp-Massey algorithm. RS code being block code, it is not diffi cult to identify those RS codewords 
(columns in Fig. 1) which were decoded successfully. Column indices I = {i1, i2, ...} of the successfully 
decoded RS code is passed to the soft value modifi cation block, which modifi es the a priori input to RSCC 
APP decoder. Both the decoding loops are run for predefi ned number of iterations. In this paper, number 
of inner and outer iterations are indicated by LI and LO , respectively. Next we explain each of these blocks 
in more detail.

A. Inner Decoder: Decoding with CSI
To keep the calculations simple, we consider a system with two transmit and one receive antenna as 
described in Section 2. Generalization to multiple transmit and receive antennas is straight forward. At 
time i, if Xi = Ci were transmitted, (5) can be written as

 yi = C H N
T i i i


+  (6)
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Figure 3: Iterative decoding of FEC based multiple descriptions, consists of three concatenated stages

where yi = [y1i, y2i]
T is a vector of two discrete received signals. Received signal probability conditioned on 

transmitted code and channel gain is then

 p(yi  | Ci, Hi)  2
2

1exp Y C H
2 i i i– || – ||


æ ö÷ç ÷ç ÷çè ø
 (7)

The APP decoder utilizes the conditional probability in (7) for optimal decoding. The decoder 
calculates APP or log-likelihood ratio (LLR) of each bit 

 Lp(dji) = 
P( = 1|Y)

log
P( = 0|Y)

ji

ji

d
d  (8)

where dji is the j-th bit of the i-th transmitted DSTBC symbol and Y = [ y1,…, yi,…] is the entire received 
sequence.  In our special case, j = 1, 2 indicates two bits in each symbol.

As mentioned earlier, DSTBC encoding can be represented with a trellis and can be decoded with 
usual trellis based decoding methods like Viterbi and BCJR decoder. Trellis diagram for code set defi ned 
by (1) and (3) is shown in Fig. 4(a), where state of the encoder Si = Ci are transmitted DSTBC code itself. 
There are M transitions per state, where M = |G| is the cardinality of set G. Because of optimal and SISO 
nature of BCJR algorithm, it is used here for APP decoding of DSTBC. The set of all state transitions 
(m, m) corresponding to input bit dji = b be is defi ned by the trellis in Fig. 4(a), where
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 {(m, m) : dji = b, Si – 1 = m, Si = m} (9)
These are the set of transition at time i corresponding to input Gi, where Gi = f (di) has been obtained 

by simple mapping from a pair of bits. Probability of transition from state m to m at time i is
 i (m, m) = P(Si – 1 = m, Si = m, Y) (10)

and can be written in terms of BCJR algorithm as 
 i (m, m) = i – 1 (m) i (m, m) i (m) (11)

where i (m) = m i – 1(m) i (m, m) is obtained through forward recursion through trellis and i(m) = 
mi + 1 (m) i + 1 (m, m) is obtained by backward recursion. Using (7), the transition metric between state 
m and m is given as

 i(m, m) = P(Gi)p (yi | CiHi)

   exp L ( ) – Y C Hj ji ji i i id d || – ||
ì üï ïï ïåí ýï ïï ïî þ

 (12)
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Figure 4: (a) Basic trellis structure of BPSK group DSTBC,
(b) Section of extended trellis of BPSK group DSTBC for P = 2 having 64 states

where, L a (dji) is a priori LLR obtained from the middle decoder. APP LLR for each bit is then calculated as 

 Lp(dji) = 
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The extrinsic LLR which is passed on to the next decoder is 
 Le(dji) = Lp(dji) – La(dji) (14)

B. Inner Decoder: Decoding with Estimated CSI

In (12), fading channel gain coeffi cients or CSI are required for calculation of transition metric between 
states. Similar to DPSK, channel state information is not essential for decoding DSTBC successfully. If 
current channel gain Ĥ i is not known, they can be estimated using linear prediction [25] using previous 
channel estimates H̃i.

 Ĥ i =  H
1 1

1H C
2

p p
i – nm n n n i – n i – nw w y= =å = å  (15)
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where, P is the prediction order and w = [w1,…, wP]
T are predictor coeffi cients obtained by solving Wiener-

Hopf equation Rw = r. Specifi cally for the case of T = S = 2 and channel gain being constant for a minimum 
duration of a STBC symbol (or two bit periods), matrix R is given as

                    

0 2 2(P – 1)

2 0 2(P – 1) + 2

2(P – 1) 2(P – 1) 0

r r r
r r r

r r r

é ù
ê ú
ê ú
ê ú
ê ú
ê ú
ê ú
ê úë û


  



 (16)

and r = [r2, r4 ,..., r2P ]
T. The coeffi cients rn are autocorrelation coeffi cients of the channel process. For 

Rayleigh fl at fading channels, the autocorrelation is rn = J0 (2 fD Tsn) with r0 = 1 + 22, where fD is 
maximum Doppler frequency and Ts is sampling period. J0 is fi rst order Bessel function.

Using the channel estimate in (15), Nguyen and Ingram [16] calculated the transition metric i (m, m) 
between states as

                                    
H 2

12
pre

1 1L ( ) – Cexp 2 2
a p

j ji ji i n n i – n i – nd d || y w y ||
 =

ì üï ïï ïå åí ýï ïï ïî þ
 (17)

The variance term in (17) is  2
pre 0 1 2 0 = (1/2)  {1 – ( / )p

n n nr w r r =å . The symbols Ci – 1,…, Ci – P are 
replaced according to per-survivor principle [26]. For this purpose, MAP BCJR algorithm is now carried 
over expanded trellis with MP states and there are M transitions per state for input corresponding to G G.  
As an example, we show a section of trellis with M = 4, P = 2 or 64 states in Fig. 4(b). For P = 2, states 
are defi ned as combination of three possible states (from basic trellis) or DSTBC outputs Si – 2 Si – 1Si = Ci – 2 
Ci – 1 Ci. If states m = Si – 3 Si – 2 Si – 1 and m = Si – 2 Si – 1 Si, the transition metric in (17) is calculated using the 
state Si – 2 Si – 1 Si = Ci – 2 Ci – 1 Ci. 

C. Middle RSCC APP Decoder

The inner decoder passes extrinsic information Le(dji) to next stage, which on deinterleaving, acts as a 
priori information La (ri) for the RSCC APP decoder. The APP decoder for RSCC is conventional SISO 
BCJR decoder [22]. It calculates the a posteriori LLR of output as Lp (ri) and binary hard decision is 
performed on it

 rî = Lp (ri) – La(ri) (18)
where sgn is the signum function. The hard decision rî passed on to outer RS decoder. The extrinsic 
information of the coded bits, which is returned back to inner decoder, is

 Le (ri) = Lp (ri) – La (ri)  (19)

D. Outer RS Decoder

The outer decoder stage consists of CRC and RS decoder. CRC block is not shown in Fig. 2 and Fig. 3 to 
avoid cluttering the fi gures. CRC decoder detects whether each description contains bit errors. Descriptions 
having bit errors are declared as an erasure for RS decoding. As stated before, for RS codeword l having 
n – kl parity symbols, the RS decoder (i.e. Berlekamp-Massey algorithm) can correct up to n – kl erasures. 
Berlekamp-Massey algorithm is an well known algorithm for decoding RS codes and can correct both 
errors and erasures [11]. 

Since, k1  k2 ≤ ... kl ...  kL due to unequal error protection, it is very likely that the correctly decoded RS 
codewords (columns in Fig. 1) would be placed contiguously at the left end of the product code. Let I = {i1, 
i2 ,…} {1, 2,…, L} be the set of column index which have been correctly decoded. If |I| is the cardinality 
of set I, we know that there are m|I| correct bits in each description, where m is the number of bits per RS 
code symbol. These bits correspond to the m|I| information bits of each convolutional code. The function 
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of soft value modifi cation block in Fig. 3 is to modify the a priori LLR bits in La (ri) corresponding to these 
m|I| possibly correct bits in each description. We modify the bit LLRs corresponding to these symbols 
by setting the absolute LLR values to preset maximum, while their signs remain the same. For better 
explanation, soft value modifi cation is shown in the form of pseudo code in Algorithm 1. This accelerates 
the convergence of the succeeding MAP decoding of RSCC code and offer better error performance.

Algorithm 1: Soft value modifi cation
Defi nition :
La (r) :  A priori LLR input.
λmax  : Maximum LLR magnitude.
c� :  Matrix consisting of columns of decoded RS codewords.

 1.  Interleave the RS codewords ĉ to get Ĩ  =  (ĉ ), where Ĩ  = [I1, I2,..., In]
T. Rows of bits Ii is the 

systematic part of hard decision estimate of i-th RSCC codeword.
 2.  For each row i  [1, n]  and column j  [1, p], do
  •  if (FRSCC (i) = 0) and (FRS (j) = 1)
  •   For each bit b  [(j – 1)m + 1, jm] in the selected RS symbol, set 

 La(r)(i, b) = 
max

max

if I ( ) = 0
if I ( ) = 1

i

i

, b
– , b



ìïïíïïî
  •  Modifi ed a priori input to middle decoder is La (r).

5. SIMULATION RESULTS

In this section we evaluate the performance of the proposed iterative decoding algorithm. The standard 
8-bits-per-pixel (bpp) 128 × 128 images are encoded using the well-known SPIHT algorithm [19] to 
produce a progressively coded bitstream of rate 2 bpp. The bitstream was converted to a stream of GF(28) 
symbols, where each symbol was obtained by combining m = 8 bits. This serial symbol stream was 
converted into 128 parallel bitstreams or descriptions using FEC-based multiple description encoder 
algorithm by Mohr et al. [3]. Mohr’s algorithm provides the values of ki for the RS codes using a hill 
climbing optimization approach. The multiple description encoder uses (n, ki) RS code, where n = 128 and 
the description size is 32 RS code symbols (i.e. L = 32). All the descriptions are CRC coded. RSCC of rate 
1/2 and generator polynomial (15, 17)8 is applied for channel coding. While decoding, it is assumed that 
any error in a description is detected by CRC and the description will be treated as erasure.

The goal of our simulation is to see how the proposed receiver with RS-RSCC-DSTBC iterative 
decoding compares with reference MDC iterative decoder proposed in literature. For comparison we 
consider baseline scheme proposed in [6] consisting of RS-RSCC iterative decoder. For fair comparison, 
we encode the RSCC coded descriptions in baseline scheme with Alamouti STBC [13]. We evaluate the 
performance in terms of peak-signal-to-noise ratio (PSNR) as function of average channel SNR. PSNR is 
calculated from expected distortion E(D) as PSNR = 10 log(2552/E(D)). In all results, we shall compare 
the channel SNR required to achieve maximum PSNR, unless mentioned otherwise. There are two set of 
computer simulation results.

In the fi rst set of simulations, we study the effect of iteration on the improvement in PSNR curve when 
CSI available at the receiver. For this purpose the proposed scheme is tested over Rayleigh fast fading channel, 
i.e. fading coeffi cients are assumed to be constant for at least the duration of STBC symbol. Fig. 5 shows 
improvement in PSNR curve with number of iterations. The iterations are ‘global’ in the sense that one iteration 
of inner loop is followed by one iteration of outer loop and so on. For clarity, one such global iteration 
is indicated in fi gure as (LI , LO) = 1. With two iterations (indicated as (LI, LO) = 2 in the fi gure), the 
transmission power required to achieve maximum value of PSNR is about 1.5 dB less compared to PSNR 
for one iteration (LI, LO) = 1. Maximum value of PSNR is obtained for four iterations (LI, LO) = 4 and 
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channel SNR of 1.4 dB. It can also be observed that rate of improvement of PSNR as function of channel 
SNR (as indicated by the slope of curve) improves with number of iterations. This may be attributed to the 
acceleration of convergence provided by ‘turbo-like’ iteration decoding architecture.
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Figure 5: PSNR as function of channel SNR for different number of global iterations in Rayleigh fading channel
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Figure 6: PSNR as function of channel SNR for different values of inner and outer loop iterations in Rayleigh fading channel

Next set of simulations were performed for ‘local’ iterations : LI number of iterations of inner loop 
is followed by LO number of iteration of outer loop. This allows us to isolate the decoding gain provided 
by the individual decoding loops. As shown in Fig. 6, keeping number of outer iterations LO to a constant 
value, number of inner iterations LI are varied from one to four. For four number of inner iterations 
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followed by four outer iterations (i.e. (LI, LO) = 4, maximum PSNR is obtained at channel SNR of 1.4 
dB, which is 1.6 dB less power compared to (LI = 1, LO = 4). Also, the gain provided by outer loop 
iterations varies as function of LI. For instance, if LI = 1, the gain provided by four iterations of outer 
decoding loop is 0.8 dB in terms of channel SNR. This value reduces to 0.2 dB of channel SNR when 
LI = 4. This can be interpreted as follows. If code redundancy is not completely exploited by the inner 
decoding loop, it can be utilized to a certain extent in the outer decoding loop. Since, outer decoding loop 
utilizes hard decisions for iteration gain, it does not provide gains comparable to a soft decision iterative 
decoder similar to inner loop.
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Figure 7: PSNR performance of proposed scheme compared to baseline scheme as function of channel 
SNR in Jake’s channel with fDTs = 0.01
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Figure 8: PSNR performance of proposed and baseline scheme in Jake’s channel with fDTs = 0.005
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Second set of simulations are performed for Jake’s fading model. The proposed scheme, with and 
without CSI, is compared to the baseline scheme (with CSI). Fig. 7 shows the simulation result for high 
mobility channel in which  fDTs  = 0.01. If CSI is available at the receiver, the proposed scheme achieves 
maximum PSNR at channel SNR of 1.2 dB, whereas this value is 1.8 dB for baseline scheme. Thus, the 
proposed scheme achieves the same PSNR performance for 0.6 dB less power. When using linear prediction 
and per-survivor processing for non-coherent case, the difference in channel SNR (to achieve maximum 
PSNR) compared to coherent case is 1.0 dB and 1.4 dB for prediction order of 3 and 2, respectively. Thus, 
proposed iterative decoding scheme reduces the 3 dB performance gap of differential detection system to 
a value of 1.0 dB. With higher order of prediction P, this gap can be reduced further.

Fig. 8 considers lower mobility channel with fDTs  = 0.005. Maximum PSNR is achieved at channel 
SNR of 1.6 dB for the proposed scheme, whereas baseline scheme requires channel SNR of 2.0 dB. Power 
required for baseline scheme is 0.4 dB higher compared to proposed scheme. With linear prediction and 
per-survivor processing, maximum PSNR is obtained at SNR of 2.4 dB and 2.6 dB for prediction order 
of 3 and 2, respectively. For P = 3, channel SNR gap compared to coherent case is 0.8 dB, in contrast to a 
gap of 1.0 dB in Jakes’ model with fDTs  = 0.01. Finally, PSNR performance of some of the common test 
image is compared with baseline scheme at different values of channel SNR in Table 1.

6. CONCLUSION

A three stage iterative decoding scheme consisting of DSTBC as inner code and FEC based multiple 
description system as outer code has been proposed. FEC based multiple description code in turn can be 
considered product code of RS code and RSCC. The inner decoding loop consists of DSTBC and RSCC 
decoder exchanging soft decisions, whereas, outer decoding loop consists of RSCC decoder and RS 
decoder exchanging binary information. This scheme has been proposed for transmission of progressively 
coded image through fading channel, whereas, DSTBC provides space-time diversity. Simulation has 
been performed for Jakes’ fading channel and compared to similar multiple description coding schemes 
in literature. The proposed system with CSI has been shown to perform signifi cantly better compared to 
baseline scheme. In conventional schemes, differential detection without CSI results in performance loss 
of at least 3 dB. However, using the proposed three stage iterative decoder, we reduce this performance 
gap to 0.8 dB, which can be reduced further with higher order prediction.

Table 1
Performance advantage of proposed scheme in Jakes’ fading channel with fDTs = 0.01 with CSI

Image
Reconstructed image PSNR (average dB)

SNR → 0.8 dB 1.0 dB 1.2 dB 1.4 dB

Lena
Iterative 28.46 33.17 33.96 33.96
Baseline 19.77 22.35 25.87 30.50

Baboon
Iterative 19.90 21.15 20.96 21.35
Baseline 18.89 20.38 20.62 21.26

Cameraman
Iterative 26.88 26.66 26.76 27.06
Baseline 24.94 25.36 25.93 27.05
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