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Abstract: Use of conventional supervised learning mechanisms in nowcasting of snow/no-snow computes large number

of split points, which in-turn increases the computational complexity and increases number of rules. This paper

presents a integrated approach i.e. supervised learning algorithm SLIQ combines with clustering algorithm k-means,

that works on minimizing split points, reduces number of rules, reduces computational complexity and increases the

nowcasting rate in terms of performance. We adopted k-means algorithm, in order to identify the split points, in SLIQ

Gini Index is adopted as attribute selection measure in order to identify the best split point. The performance of this

algorithm has been studied on 20 international locations of snow/no-snow data sets. Comparisons with other existing

decision/non-decision algorithms illustrate the effectiveness of this approach.
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1. INTRODUCTION

The present research mainly focuses on nowcasting snow/no-snow. Snow disasters cause immeasurable losses

to human society each year, threatening people’s lives and properties and therefore attaching much importance

to the nowcasting of snow/no-snow. Snowfall, however, is one of the most difficult to be measured among

meteorological elements. It mainly affects transport sector such as road, air and rail ways. To solve this

problem, the real-time nowcasting of snow more accurately is to be developed [5]. This can effectively avoid

railway, road and air accidents caused by snowstorms, improving transport safety as well as providing a

quantitative reference for the safe operation [6]. Technological improvements in the computational power are

still not sufficient to handle the nowcasting efficiently. Although the current abilities of computer systems

helped the meteorologist to implement more advance model that requires high computation and improves the

prediction capabilities; the accuracy and timely prediction of weather phenomena is still a major issue. Further,

the global climate changes and incident of some disastrous weather events increased the importance of timely

and accurate weather prediction [1].
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In the present research, k-means clustering mechanism is integrated with SLIQ decision tree algorithm to

nowcast snow/no-snow effectively. In SLIQ, at every node data is to be sorted, splits are to be identified whenever

there is a change in the class label. This increases the computation of number of splits, which in-turn increases

computational complexity. Hence, the proposed integrated approach Improved Supervised Learning in Quest

using Optimal k-means Clustering (ISLIQ-OC) employs a scheme that does away with the need to sort the data

at every node of the decision tree. Instead, the training data need to be partitioned using k-means clustering only

once for each numeric attribute at the beginning of the tree growth phase. In addition, the split point value is

computed at the cluster boundaries at both the beginning and end of the cluster segments. Consequently, splits of

all the leaves of the current tree are simultaneously adopted in one pass over the data. The present research is the

enhancement to our research SLIQ [31] [39], ISLIQ [46], SLEAS [38], SPM [41], ISPM [47], SLGAS [45].

Our specific contributions in this paper are listed below:

a. The major contribution of the present research is reduction of split points during decision tree growth.

b. The model is capable to nowcast snow/no-snow based on the weather attributes: humidity, temperature,

pressure, wind speed, dew point and visibility more effectively.

c. The proposed model has the capability to predict weather before 4 hours more effectively.

d. A detailed evaluation against other prediction decision tree algorithms are performed, that provide a

fair comparison to show the effectiveness of the proposed model.

e. The proposed model is evaluated with various performance measures such as accuracy, specificity,

error rate and also in terms of number of split points.

The reminder of the paper is organized as follows: the next section reviewed the literature, which is followed

by the description and working of the new model in section III. Section IV analyzes and discusses the result and

finally section V concludes the paper with future directions and references.

2. RELEVANT WORK

Accurate and timely nowcasting of snow/no-snow is a major challenge for the scientific community. Snowfall

nowcasting modeling involves a combination of computer models, observation and knowledge of trends and

patterns. Using these methods, reasonably accurate forecasts can be made up. Several recent research studies

have developed snowfall nowcasting using different weather and climate forecasting methods [8] [17] [24] [26-

35] [48-49].

Irene Y.H Gu et al. [6], put forward a full automatic image analysis system for detection and analysis of

snow/ice coverage on electric insulators of power lines using images which were captured by visual cameras in

a remote outdoor laboratory test bed. Jinmei Pan et al. [7], put forth a passive microwave remote sensing techniques

that detected wet snow in the south of china. Yajaira Mejia et al. [8], gave an approach for estimating the

snowfall using neural networks on multi source remote sensing observations and ground based meteorological

measurements. Melanie Wetzel et al. [9], projected a technique that supports the snowfall forecast and for the

verification of radar limited mountainous terrain that includes matching the output parameters and graphics

from high resolution mesoscale models to surface mesonets. Pascal Sirguey et al. [10], made use of ASTER and

MODIS sensors, both on the TERRA platform by implementing the ARSIS concept so as to fuse the high spatial

content of the two 250m spectral bands of MODIS into five 500m bands using wavelet based multi resolution

analysis in the mountainous environment.

Michael A. Rotondi [11] illustrated a Markov chain models across eight national weather stations using

historical data from the global historical climatology network to predict a ‘snow day’. Gail M. Skofronick

Jackson et al. [12], in their research interpreted how instruments like the W-band radar of Cloudsat, Global
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Precipitation Measurement Dual-Frequency Precipitation Radar ku- and Ka-bands, and the Microwave Imager

can be used in the simulations of lake effect and synoptic snow events in order to determine the minimum

amount of snow. Gail M. Skofronick Jackson et al. [13], demonstrated thresholds for detecting falling snow

from satellite-borne active and passive sensors.

Andrea Spisni et al. [14], presented an operational chain developed in the Emilia-Romagna region to

monitor snow cover and snow water equivalent over the area managed by the Regional Catchment Technical

Service. Alberto Martinez Vazquez et al. [15] presented an algorithm using GB-SAR imagery for the automatic

recognition and classification of snow avalanches. Jeremie Bossu et al. [16], made use of a structure, based on

computer vision which detects the presence of snow or rain. Noel Dacruz Evora et al. [17], used brightness

temperature data, provided by seven channels SSM/I aboard the Defense Meteorological Satellite Program F-11

and F-13 spacecrafts. Using which a modelling framework was put forth by combining passive microwave data,

neural network based models and geostatistics for snow water equivalent retrieval and mapping. Hossein Zeinivand

et al. [18], enforced a spatially distributed physically based model to detect snow and melting in the Latyan dam

watershed in Iran.

Xiaolan Xu et al. [19], developed a model that can be used for both active and passive microwave remote

sensing of snow. B.B Fitzharris et al. [20], presented three case studies on the usage of satellite imagery for

mapping seasonal snow cover in New Zealand, and also explored the effectiveness of using AVHRR imagery in

order to obtain the presence of snow, snow covered area and snow line elevation on the mountain ranges of New

Zealand. Ashok N.Srivastava et al. [21], in their research discussed the results based on kernel methods for

unsupervised discovery of snow, ice, clouds and other geophysical processes based on data from the MODIS

instrument.

G. Singh et al. [22], developed a Radar Snow Index model to identify snow using SAR polarimetry

techniques. In their research, full polarimetric L-band ALSOS-PALSAR data of snow cover area in Himalayan

region have been analyzed based on various component scattering mechanism models and all model results are

compared. Fan Ke et al. [23], developed a model to identify winter time heavy snow over Northeast China by

using a inter annual increment prediction approach. Folorunsho Olaiya [24] investigated the use of artificial

neural networks and decision tree algorithms in forecasting maximum temperature, rainfall, evaporation and

wind speed using meteorological data collected from the city of Ibadan, Nigeria through Nigerian Meteorological

Agency, Oyo state office. Manjeet Singh et al. [25] forwarded an attempt to develop an automatic technique for

avalanche area identification and also its severity index. For detailed relevant work refer our earlier papers [38]

[39] [41] [45-47].

3. ISLIQ-OC DECISION TREE ALGORITHM

The experimental implementation methodology of ISLIQ-OC algorithm consists of four stages: 1) a k-means

algorithm to group N data points into “k” disjoint clusters, where “k” is determined by an auto detection cluster

classifier algorithm explained later in this section; 2) identification of the split points; 3) evaluation of the gini

indices for all the attributes; and 4) decision tree construction.

3.1. ISLIQ-OC Decision tree algorithm

1. Read dataset to select the root node of the ISLIQ-OC decision tree.

2. Generate an attribute list for each attribute of the dataset.

3. Compute the G_info for each class label
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4. Partition the training data along with the class label on each attribute “v
q
” using k-means clustering

and mark the beginning and ending value positions of each cluster segments as “s
p
”.

5. Create two subsets for each “s
p
” such that subset S

1
 has values less than “s

p
” and subset S

2 
has values

greater than or equal to “s
p
”.

6. Compute G_info
D
) for each and every attribute “v

q
”
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7. Compute GiniIndex for each and every attribute “v
q
”

   DGini Index = G_in fo - G_in fo (3)

8. The maximum GiniIndex is considered to be the best split point and becomes the root node.

   Best Split point Maximum Gini Index (4)

9. Repeat Steps 6 through 8, generating leaf nodes in place of the root node until all leaf nodes contain

the same class labels.

K-means clustering causes problems when the “k” parameter in k-means is set to a value that is considerably

less than the inherent number of natural groupings within the training data. A fundamental problem in k-means

clustering is to determine the number of clusters, which is usually taken as prior or fixed. The selection of a good

value for “k” can affect the overall accuracy of the algorithm, and clustering solutions may vary as different

numbers of clusters are specified. A clustering technique would most possibly recover the underlying cluster

structure, given a good estimate of the true number of clusters. To overcome the scenario, in this paper, an

Optimal Decision Cluster Classifier is proposed. Choosing a value for “k” by visual inspection can be automated

by using the percentage of variance of clusters that determines the optimum number of clusters. This method

finds the optimal number of clusters automatically, based on the relationship between consecutive differences

among the data points.

3.2. Optimal Decision Cluster

1. Read all the records of an attribute.

2. Compute consecutive differences for all the records.

3. Repeat Step 2, till it ends with a single record value for a particular attribute.

4. Traverse from bottom to top to identify the maximum single digit value i.e., 1–9.

5. The iteration that has the maximum single digit value is taken to be the optimal cluster size.

4. RESULTS AND DISCUSSION

The data used for the present research is collected from www.wundergoruond.com [36]. The attributes considered

here are Humidity, Temperature, Pressure, Wind Speed and Dew Point followed by Class Labels Snow and No-

Snow. The proposed model has been tested on 20 international locations historical datasets. [35].

Table 1 summarizes the characteristics of the datasets, arranged in alphabetical order, presenting the number

of instances, training instances, testing instances, attributes and classes. The comparison in terms of number of

split points is presented in Table 2. Apparently, almost all results for ISLIQ-OC are better than those of SLIQ
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and ISLIQ. The results clearly show that the proposed ISLIQ-OC reduces splits when compared with other

decision tree algorithms.

The comparison in terms of classification accuracy is presented in Table 3. The proposed method yielded

an average accuracy of 89.63%, better, when compared with SLIQ, SPM, SLGAS, ISLIQ, ISPM and ISLGAS.

For some of the cities, the accuracy levels are more for other algorithms when compared with ISLIQ-OC. But,

on an average the ISLIQ-OC model outperforms when compared with other algorithms.

The comparison in terms of specificity is presented in Table 4. For some of the cities, the specificity levels

are more for other algorithms when compared with ISLIQ-OC. But, on an average the ISLIQ-OC model

outperforms when compared with other algorithms. The proposed method yielded an average specificity of

93.41%, better, when compared with SLIQ, SPM, SLGAS, ISLIQ, ISPM and ISLGAS.

The comparison in terms of error rate is presented in Table 5. Apparently, almost all error rate results for

ISLIQ-OC are better than those of SLIQ, SPM, SLGAS, ISLIQ, ISPM and ISLGAS. The proposed method

yielded an average error rate of 10.36%, better, when compared with SLIQ, SPM, SLGAS, ISLIQ, ISPM and

ISLGAS.

The comparison in terms of accuracy of ISLIQ-OC along with other non decision tree algorithms is presented

in Table 6. Apparently, almost all error rate results for ISLIQ-OC are better than those of existing decision tree

algorithms.

The comparison in terms of accuracy is presented in Table 7. Apparently, almost all accuracy results for

ISLIQ-OC are better than those of those of existing decision tree algorithms.

Table 1

Dataset Description

City Name Instances Training Testing Attributes Classes

Aberdeen 6333 4750 1583 5 2

Bangkok 5740 4305 1435 5 2

Barcelona 6013 4510 1504 5 2

Benton 23042 17281 5761 5 2

Botswana 6047 4535 1512 5 2

Brazil 6367 4775 1592 5 2

Cairo 6143 4607 1536 5 2

Chennai 6033 4525 1508 5 2

Delhi 6015 4511 1504 5 2

Eglinton 6318 4738 1580 5 2

Humberside 1036 777 259 5 2

Hyderabad 5849 4387 1462 5 2

Iceland 3512 2634 878 5 2

Lahore 4887 3665 1222 5 2

Manchester 6338 4753 1585 5 2

Norway 6105 4579 1526 5 2

Perth 6182 4636 1546 5 2

Sellaness 5412 4059 1353 5 2

Tiruptahi 6039 4529 1510 5 2

Valley 6082 4561 1521 5 2
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Table 2

Split Points Comparison

City Name SLIQ ISLIQ ISLIQ-OC

Aberden 740 210 65

Bangkok 112 50 75

Barcelona 174 41 67

Benton 449 208 81

Botswana 195 88 67

Brazil 460 299 79

Cairo 165 162 67

Chennai 130 64 69

Delhi 281 162 66

Eglinton 360 43 69

Humberside 171 34 58

Hyderabad 116 72 68

Iceland 385 207 74

Lahore 190 51 69

Manchester 499 211 227

Norway 765 560 67

Perth 246 136 67

Sellaness 391 154 65

Tirupathi 154 108 71

Valley 706 200 854

Average 334.5 153 116.25

Table 3

Accuracy Comparison Of Isliq-oc With Decision Tree Algorithms

City Name SLIQ SPM SLGAS ISLIQ ISPM ISLGAS ISLIQ-OC

Aberden 87.3 85.47 85.97 87.61 87.68 88.98 85.84

Bangkok 96.09 94.49 95.19 98.11 98.32 97.9 98.53

Barcelona 95.8 95.14 95.67 96.07 96.07 96.07 95

Benton 70.05 70.14 72.03 70.12 70.24 70.41 69.93

Botswana 93.78 96.16 93.58 95.43 96.29 96.62 98.21

Brazil 75.5 73.05 75.75 73.36 75.18 75.6 71.98

Cairo 88.99 89.7 89.77 89.98 89.32 90.1 91.6

Chennai 76.65 76.12 77.51 76.35 74.6 72.08 82.82

Delhi 96.14 94.94 96.8 93.15 96.34 96.8 95.74

Eglinton 89.24 90.06 90.06 89.56 89.75 89.87 89.24

Humberside 93.05 94.59 94.98 93.82 94.2 94.82 94.2

Hyderabad 96.5 97.8 94.79 96.4 97.8 97.67 97.6

Iceland 89.17 88.49 90.2 88.49 88.95 87.81 87.47

Lahore 84.82 86.05 85.89 84.65 86.38 85.06 84.65

Manchester 92.74 92.87 89.58 93.43 91.29 92.36 92.11

Norway 88.99 90.89 90.62 90.89 90.69 90.3 89.18

Perth 94.3 94.43 96.31 94.43 94.24 94.37 94.37

Sellaness 75.9 77.67 79.45 84.4 84.18 84.7 83

Tirupathi 97.54 97.41 97.41 97.48 97.54 97.35 98.87

Valley 90 91.38 90.32 91.3 90.52 91.76 92.36

Average 88.62 88.84 89.09 89.25 89.47 89.53 89.63
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Table 4

Specificity Comparison Of Isliq-oc With Decision Tree Algorithms

City Name SLIQ SPM SLGAS ISLIQ ISPM ISLGAS ISLIQ-OC]

Aberdeen 93.24 91.2 92.19 93.69 93.24 66.99 90.47

Bangkok 96.36 94.8 95.45 98.53 98.74 98.32 98.95

Barcelona 97.59 97.8 97.87 98.83 98.83 98.28 98

Benton 71.82 73 75.08 73.07 72.28 75.97 69.45

Botswana 94.68 97.2 94.41 96.56 97.3 97.64 99.73

Brazil 79.52 77.1 80.7 77.53 79 77.75 74.05

Cairo 95.53 97 96.74 96.43 96.1 96.52 99.29

Chennai 82.36 81 82.36 75.27 78.74 76.38 90.47

Delhi 97.83 96.3 98.44 94.58 97.83 98.3 97.29

Eglinton 97.52 97.9 97.66 98.44 98.72 98.86 98.02

Humberside 95.49 98.4 98.36 97.13 97.13 97.13 97.54

Hyderabad 97.77 99.2 95.97 98.16 99.16 99.02 98.95

Iceland 96.51 93.3 95.48 93.67 96 94.32 94.96

Lahore 86.93 89.5 90.59 89.7 89.5 89.4 87.72

Manchester 95.69 95.9 92.94 96.9 94.01 95.83 95.02

Norway 95.92 98.1 97.78 97.92 97.71 97.42 94.78

Perth 96.73 96.9 98.8 96.87 96.73 96.53 96.87

Sellaness 78.74 83 85.45 93.02 92.42 88.46 90.87

Tiruptahi 98.06 97.9 98.06 97.93 98.06 97.93 99.53

Valley 93.86 95.3 93.72 93.91 94 91.45 96.27

Average 91.1 91.6 92.05 92.2 92.3 92.87 93.41

Table 5

Error Rate Comparison Of Isliq-oc With Decision Tree Algorithms

City Name SLIQ SPM SLGAS ISLIQ ISPM ISLGAS ISLIQ-OC

Aberdeen 12.7 14.53 14.03 12.39 12.32 11.02 14.16

Bangkok 3.91 5.51 4.81 1.89 1.68 2.1 1.47

Barcelona 4.2 4.86 4.33 3.93 3.93 3.93 5

Benton 29.95 29.86 27.97 29.88 29.76 29.59 30.07

Botswana 6.22 3.84 6.42 4.57 3.71 3.38 1.79

Brazil 24.5 26.95 24.25 26.64 24.82 24.4 28.02

Cairo 11.01 10.3 10.23 10.02 10.68 9.9 8.4

Chennai 23.35 23.88 22.49 23.65 25.4 27.92 17.18

Delhi 3.86 5.06 3.2 6.85 3.66 3.2 4.26

Eglinton 10.76 9.94 9.94 10.44 10.25 10.13 10.76

Humberside 6.95 5.41 5.02 6.18 5.8 5.18 5.8

Hyderabad 3.5 2.2 5.21 3.6 2.2 2.33 2.4

Iceland 10.83 11.51 9.8 11.51 11.05 12.19 12.53

Lahore 15.18 13.95 14.11 15.35 13.62 14.94 15.35

Manchester 7.26 7.13 10.42 6.57 8.71 7.64 7.89

Norway 11.01 9.11 9.38 9.11 9.31 9.7 10.82

Perth 5.7 5.57 3.69 5.57 5.76 5.63 5.63

Sellaness 24.1 22.33 20.55 15.6 15.82 15.3 17

Tiruptahi 2.46 2.59 2.59 2.52 2.46 2.65 1.13

Valley 10 8.62 9.68 8.7 9.48 8.24 7.64

Average 11.4 11.2 10.9 10.74 10.5 10.46 10.36
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Table 6

Accuracy Comparison Of Isliq-oc With Non-decision Tree Algorithms

City Name Bayes Net Naïve Bayes Multilayer Perceptron SMO Simple Logistic ISLIQ-OC

Aberdeen 82.53 80.66 85.86 80.82 81.47 85.84

Bangkok 98.95 97.91 98.95 98.95 98.95 98.53

Barcelona 96.27 96.93 98.6 98.33 98.4 95

Benton 65.55 63.83 68.35 65.36 65.41 69.93

Botswana 99.27 99.4 99.4 99.2 99.13 98.21

Brazil 74.41 74.41 76.86 74.03 74.41 71.98

Cairo 95.83 96.67 97.65 97.52 97.65 91.6

Chennai 87.73 82.09 85.95 85.95 85.95 82.82

Delhi 86.16 85.29 90.48 89.28 88.95 95.74

Eglinton 94.49 95.69 95.75 95.18 95.69 89.24

Humberside 84.32 83.14 84.18 85.33 84.71 94.2

Hyderabad 99.31 99.31 99.31 99.31 99.31 97.6

Iceland 85.64 82 86.33 83.48 82.34 87.47

Lahore 83.85 80.09 86.96 87.21 86.97 84.65

Manchester 86.04 87.05 89.14 87.24 87.75 92.11

Norway 86.15 85.14 84.33 86.79 84.31 89.18

Perth 88.18 87.15 88.19 87.44 87.39 94.37

Sellaness 88.76 86.17 86.5 87.58 88.17 83

Tiruptahi 88.53 84.36 95.69 95.56 95.56 98.87

Valley 88.18 87.17 89.53 88.75 89.14 92.36

Table 7

Accuracy Comparison Of Isliq-oc With Existing Decision Tree Algorithms

City Name Decision Stump J48 LMT Random Forest REP Tree ISLIQ-OC

Aberdeen 78.9 89.19 86.44 99.03 87.98 85.84

Bangkok 98.95 98.95 98.95 98.74 98.95 98.53

Barcelona 98.33 98.33 98.4 98.33 98.33 95

Benton 63.29 68.48 68.52 66.18 68.24 69.93

Botswana 99.2 99.27 99.13 99.4 99.2 98.21

Brazil 68.44 65.85 67.24 67.99 65.92 71.98

Cairo 97.52 97.85 97.65 97.39 97.78 91.6

Chennai 85.95 85.95 85.95 85.35 86.02 82.82

Delhi 80.5 89.85 88.95 88.02 89.95 95.74

Eglinton 85.18 86.45 86.26 86.07 86.2 89.24

Humberside 91.35 91.28 91.65 92.32 91.55 94.2

Hyderabad 89.31 89.31 89.31 89.31 89.31 97.6

Iceland 81.77 87.35 87.47 85.53 86.44 87.47

Lahore 84.84 87.05 86.96 86.47 87.05 84.65

Manchester 84.72 88.63 88.06 87.24 88 92.11

Norway 88.41 86.49 86.11 86.31 86.69 89.18

Perth 91.42 93.21 90.73 92.69 91.76 94.37

Sellaness 78.83 80.24 81.27 80.09 79.87 83

Tiruptahi 95.56 95.56 95.56 95.42 95.56 98.87

Valley 88.75 89.14 89.73 89.01 89.07 92.36



ISLIQ-OC: Improved Supervised Learning in Quest using Optimal k-means Clustering Mechanism...

5. CONCLUSION

Experimental results show that the ISLIQ-OC algorithm scales up well to both large and small datasets with

large number of attributes and class labels. We compare our proposed method with SLIQ, SPM, SLGAS, ISLIQ,

ISPM and ISLGAS decision tree algorithms in terms of the overall classification performance defined over four

different performance measures namely split points, accuracy, specificity and error rate. Results on the snow/

no-snow 20 international locations datasets show that:

a. the ISLIQ-OC decision tree reduces split points to a greater extent when compared with SLIQ and

ISLIQ. The major contribution of this research is to reduce the split points, which is achieved.

b. the ISLIQ-OC decision tree outperforms in terms of classification accuracy over 20 international

locations of snow/no-snow datasets. The proposed method yielded an average accuracy of 89.63%,

better, when compared with SLIQ, SPM, SLGAS, ISLIQ, ISPM and ISLGAS.

c. the ISLIQ-OC decision tree outperforms in terms of classification specificity over 20 international

locations of snow/no-snow datasets. The proposed method yielded an average specificity of 93.41%,

better, when compared with SLIQ, SPM, SLGAS, ISLIQ, ISPM and ISLGAS.

d. the ISLIQ-OC decision tree outperforms in terms of classification error rate over 20 international

locations of snow/no-snow datasets. The proposed method yielded an average error rate of 10.36%,

better, when compared with SLIQ, SPM, SLGAS, ISLIQ, ISPM and ISLGAS.

e. the ISLIQ-OC decision tree outperforms in terms of classification accuracy over 20 international

locations of snow/no-snow datasets when compared with decision and non-decision tree

algorithms.
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