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Comparative Analysis of Filtering
Techniques for Impulsive Noise Cancellation
from Real-Time Bio-medical Signal

Sarthak Panda” and Mihir Narayan M ohanty”

ABSTRACT

Impulsive Noise Cancellation in practice is a challenging task. In case of biomedical signals like ECG EMG, EEG
are even challenging for noise cancellation. These signals suffer from impulsive noise at the time of acquisition. In
this paper, Cardiac signal corrupted with impulsive noise at the time of acquisition is considered. Different filtering
algorithms are being applied to remove the noise. Initially the filters like FIR and two types of IIR filters are used
for comparison. Further it has been proposed for adaptive filter with different Least Mean Square (LMS) algorithms.
The signal has been tested and verified. Finally, the Wilcoxon norm based LMS is chosen which has an attractive
result. For all the filtering techniques the signal is applied and their results are compared and are shown in result
section. It shows that the proposed algorithm works better than the existing ones.
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I. INTRODUCTION

The characteristics of human organ can be studied by collecting their parameters. These parameters can be
collected through different devices for different organs. One such example of bio-medical signal is
Electrocardiograph (ECGQG) that exhibits the characteristics of the heart. From these signals the physicians
obtain important information to support their diagnosis, monitoring and treatment. At the time of such data
collection, different types of noises may interfere. These noises may due to internal that is from human
body, or may be at communication point as the electrical disturbance may occur do may be at the end of the
device. Sudden occurrence of this type of noise is said to be Impulsive. It is not Gaussian in nature.

Day-by-day various devices have been developed for faster service with improvement of accuracy.
Accordingly the research develops to meet these challenges.

Electrocardiogram (ECG) signals are vital for determination of heart related problems. ECG signals are
low frequency signals of around 0.5Hz-100Hz. There are different noises such as noise considered here is
impulsive by nature, which get included in these signals and change the initial signal; hence there is a need
of cancellation of these noises from the original signal.

The simplest method of noise cancellation is direct filtering. It is the technique for evaluating a signal
affected by noise is to pass it through a filter that has a tendency to minimize the noise. In case of direct
filtering we can use the type of the filter is to be ‘Fixed’ or ‘Adaptive’.

The configuration of fixed filters requires earlier information of both the signal and the noise so we can
plan a digital filter that passes frequencies contained in the signal and rejects the frequencies band that has
been tied up with the noises.
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The adaptive filters require a little or no knowledge of the signal and noise attributes. They can alter
their impulse response to refine the noisy signal. Adaptive filters naturally adjust the filter coefficients to
achieve optimum filtering with less amount error.

A little amount of the works related to this area of research has been done. Most of them are cited in the
following section. In this work, we have attempted to develop a system which will cancel out the impulsive
noise form ECG signal by using adaptive filtering theory. We have compared the SNR and spectral density
of different fixed and adaptive filters before filtering and after filtering. Then to decide the best system we
have compared the Mean Square Error and the improvement in SNR of different filters.

The paper is composed as follows. Section II, presents the related literature. In section III, Adaptive
noise cancellation method has been discussed along with our approach to impulsive noise cancellation
from ECG signal by using adaptive filter theory. Section IV presents the result and finally section V concludes
this paper.

II. RELATED LITERATURE

Noise removal from bio-medical signal is highly essential before further processing. It has been used by
many researchers since some decades; some of those works are cited here.

Finite Impulse Response (FIR) filter has been explored in view of different windows and in case of
noise cancellation Infinite Impulse Response (IIR) filters has been utilized for ECG signal. Kaiser Window
based FIR filters has found ideal for removal of artifacts [1]. Impulsive noise might generate false positives
and it can be treated as outlier in a framework. The proposed system in [2] utilizes adaptive filters to
minimize impulsive noise in ECG signal and maintain a strategic distance from the false positives. Also
system identification has been achieved by the algorithm.

Impulsive noise can be minimized by the group of nonlinear robust filter. A new approach to myriad
filter computation has been studied in [3] for bio-medical signal processing. The method offers the
comparative results of filtering signals in impulsive noise case with respect to reference myriad filter. The
proposed method in [3] was based on 2™ order polynomial approximation.

Performance analysis based on MSE for different algorithms have been done for Least Mean Square
(LMS), Normalized LMS (NLMS), Variable Step size LMS (VSLMS), Recursive Least Square (RLS) and
Blind LMS algorithms on application of adaptive noise cancellation. With the help a delay input data was
introduced to the filter. This helps for better estimation compared to the conventional LMS algorithm in
[4]. Though human behavior is not exactly known it becomes very difficult to reduce noises in bio-medical
signal by the help of fixed filters with fixed coefficients so adaptive filtering is required to overcome this
type of problem. In [5] two types of adaptive filters were taken in to consideration to reduce noises from the
ECG signal. In LMS adaptive Filter Mean Square Error reduces and Signal to Noise Ratio increases in
comparison to RLS adaptive filter.

Sub-band decomposition using wavelet analysis has been applied to the corrupted ECG signal with PLI
and impulsive noise [6]. For removal of impulsive noise morphological filtering is applied followed by
one-dimensional structuring element. For removal of power line interference IIR Butterworth filter is used.
As a result the PSD has been reduced significantly in between 50 to 60 Hz.

Least Mean Squares (LMS) and Normalized Least Mean Squares (NLMS) algorithm for cancellation has
been implemented for additive white Gaussian noise (AWGN) which is added to the raw ECG signal. A better
improvement in SNR has also been obtained in NLMS algorithm as compared to LMS algorithm [7].

Active control of impulsive noise has been performed in [8]. Impulsive noise has been modeled by
utilizing non-Gaussian stable process with no second order moments. Due to this reason Fx-LMS algorithm
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becomes unstable for the impulsive noise. Fx-LMP algorithm is hence used which is based on minimization
of least mean p-power (LMP) of the error signal. Modification has been done based on some statistics
property and compared with some existing algorithms.

To mitigate impulsive noise, a new algorithm was proposed by authors in [9]. It was the modification of
standard RLS in state space representation and was named to SSRLS. It has faster rate of convergence and
better tracking performance. Initially authors have tested the algorithm over a sinusoidal signal. Then they
have applied the algorithm over an impulsive noise affected ECG signal. On the basis of MSE their proposed
algorithm is better convergence rate than other existing algorithms.

The advantages and disadvantages of FX-LMS algorithm and nonlinear FX-LMM algorithm have been
discussed. Modification has been done with FX-LMS algorithm to achieve better performance in controlling
impulsive noise. When impulsive noise is present proposed modified FXLMM algorithm can achieve
better stability without sacrificing the performance of residual noise than FX-LMS and FX-LMM algorithm
[10].

1. PROPOSED METHOD FOR NOISE CANCELLATION

Though different techniques have been used in literature, there is scope to enhance the accuracy. From this
study the standard filter techniques are used in this work for comparison and explored as follows. In this
work, we have tested with the fixed filter in the first stage, and further extended the work with adaptive
filters. The FIR and IIR filters are represented as [11].

FIR filter relation can be described as [11]:
Y(n) =2 b X(n—k) (1)
Where, X(n) is the input signal, ¥(n) is the filter output, M is the filter order and b_ is the filter coefficients.

IIR filter can be demonstrated as:

_ o b X(n—k)
YO = s a X (1) 2)

Where, X(n) is the input signal, ¥(n) is the filter output,

M and N are the feed forward and feedback filter order respectively and b, is the feed forward filter coefficient
and a, is the feedback filter coefficient.

For IIR filter we have taken two types as:

(1) Butterworth IIR filter
(2) Chevyshev IIR filter
The transfer function of Butterworth IIR filter can be described as:

7—;)2
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c

T*(w) =

Where, M is the filter order, o_is the cutoff frequency, 7, is the gain at zero frequency.
Similarly the transfer function of Chevyshev IIR filter can be described as:
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Where, M is the filter order, o_is the cutoff frequency, R is the ripple factor and C is the Chevyshev
polynomial with same as the filter order M.

T* (o) =

An adaptive filter might be comprehended as a self-adapting filter that alters its coefficients to minimize
the error. The error is the separation estimation between the desired signal and the adaptive output. At the
point when the surrounding changes, adaptive filter arranges new features itself. The most essential property
of adaptive filter is that it can work for unknown system well [12]. The proposed block diagram of the
adaptive noise cancellation for ECG signal is as follows.
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+
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Algorithm <

I(n)

Figure 1: Block Diagram for Adaptive noise cancelation process

It is considered that, the desired signal as D(n) which noise less ECG signal. For input X(n) we have
chosen an impulsive noise affected ECG signal. The error signal which is calculated by taking the difference
between the desired signal and the output signal collected by passing the input signal through an adaptive
filter is denoted by E(n) [12].

E(n) =D(n) - Y(n) ®)

Then the adaptive filter changes its weights according to the error signal. Whenever the error will be

minimum, optimal point will be reached and at this instance of time we will get our reconstructed signal
where impulsive noise will be not present. The output signal is given by,

Y(n) = W(n) X(n)" (6)

W(n) is the adaptive filter co-efficient. Here now we will explore some adaptive algorithms which are used
for impulsive noise cancellation purpose.
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(A) LM S based adaptive algorithm

By using LMS algorithm system coefficients can be found. It uses gradient descent method in which the
filter is adapted. The weight update relation is derived from [12, 16] as:

W(n+1)= W(n) + 2uE(n) X(n) (7)

A positive constant p (learning rate) is taken which controls the stability and rate of convergence of the
System.

(B) NLM S based adaptive algorithm
The Normalized LMS algorithm is the personalized version of LMS algorithm. The weight updating relation
for NLMS algorithm can be given by [13, 16]:
X(n)
2 ®)
S+ (| X(n) |l

The step size can support the convergence rate of the filter. The NLMS algorithm produces a higher
convergence rate when contrasted with the LMS algorithm with a higher leftover error.

W(n+1)=W(n)+ u.E(n).

(C) Wilcoxon norm LM S based adaptive algorithm

A norm called Wilcoxon norm is picked up as the cost function in the proposed method. Utilizing standard
LMS the weights of the model are upgraded, which diminishes the norm steadily. Wilcoxon Norm of a
vector can be characterized by, a score function [14-16]. Here a score function is defined by

A(u): [0,1] >R ©)
Which is non-decreasing,
[0 A*(u) du < o (10)
Usually the score function is standardized such that
[V A*(u)du =1 (11)
And
[V A (u)du =0 (12)

The error vector of n” particle at m” generation can be represented as [E, (m), ..., E N (m)]" for N input
samples. Then the errors are distributed in a rising order from which the rank rnk (£, (m)) each n" error
term is achieved. The score correspondent with each rank be stated as:

K(n) = A(u))
=>K(n) =12 ( N’: 1 —o.sj (13)

Where, N is a positive number and the rank related to each term can be denoted by (I < n < N). Now, at
generation of each particle the Wilcoxon norm is then calculated as:

F,(n)=X, K(m)E,,,(n) (14)

The learning procedure using LMS Algorithm will continue till the cost function C () in the equation
(14) decrease to the minimum value.
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V. SSMULATION RESULTSAND DISCUSSION

For simulation we have collected the ECG signal from MIT-BIH database [17]. We have tried to cancel out
the impulsive noise by considering the following parameters,

Tablel
Par ametersfor mpulsive Noise cancellation
Filternature Parameter Value
FIR filter order 50
Fixed Filters IIR filter order 2
FIR/IIR filter cut-off frequency 0.5
Peak-to-Peak ripple in IIR filter 2dB
u for adaptive algorithms 0.085
Adaptive Filters S for NLMS algorithm 0.001
No. of iteration 3600
Tap-weight 16

Fig. 2 and Fig. 3 shows that we have tried with general FIR and IIR filter initially but in this case the
impulsive noise is not reducing properly. From Table 2 we can observe that SNR and SNR improvement is
also not good in case of FIR and IIR filters. As a result we are moving to adaptive filters.
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Figure 2: Impulsive noise cancellation using FIR filter
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Figure 4: Impulsive noise cancellation using IIR Chebyshev filter
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Fig. 5 to Fig. 7 shows the adaptive impulsive noise cancellation of ECG signal using LMS, NLMS and
WLMS algorithm respectively. In all cases noise is reducded so to know which algorithm is better we have
calculated SNR before filtering and SNR after filtering. Then we have calculated the SNR improvement.From
Table 2 WLMS algorithm has better SNR after filtering than conventional LMS and NLMS algorithm.
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Figure 5: Impulsive noise cancelation using LM S algorithm
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Figure 6: Impulsive noise cancellation using NLM S algorithm
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Figure 7: Impulsive noise cancellation using WLM S algorithm

Then we have compared the Mean Square Error of these three algorithms.By observing the mean square
error curve WLMS is showing faster convergence than LMS and NLMS.From Fig. 8 we can analyze the
MSE of LMS, NLMS and WLMS algorithm on application to impulsive noise cancellation of ECG signal.
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Figure 8: M SE comparision between LM S, NLMSand WLMS



6066 Sarthak Panda and Mihir Narayan Mohanty

In below Table 2 presents the comparision of spectral density, SNR and SNR improvement before and

after filtering. We have compared between 2 types of fixed filters i.e. FIR and IIR and 3 types of adaptive
filters based on LMS, NLMS and WLMS algorithm. By observing the spectral density column we can see
that power is becoming less after filteing in all case.

Table?2
SNR and Spectral Density Comparison
Filter Nature Filter Type Spectral Spectral SNR Before ~ SNR after Final SNR
density density Filtering Filtering  Improvementin
before after indB in dB dB
filtering filtering
indB in dB
FIXEDFILTER FIR -16.9372 -17.0169 4.0362 6.9011 2..8649
I[IRBUTTERWORTH -13.7124 -13.8219 4.6916 7.0663 2.3747
IR CHEBYSHEV -13.9892 -14.8210 5.5279 7.3220 1.7941
ADAPTIVEFILTER LMS -14.4431 -15.5181 7.8499 11.3658 3.5159
NLMS -14.2777 -15.3174 7.0176 12.5551 5.5375
WLMS -14.0545 -15.5013 7.1397 15.4473 8.3076
V. CONCLUSION

In this paper, we have tested the FIR and IIR filters for the spectral density and SNR comparison. Also the
adaptive filters have been used and proposed accordingly. Basically due to the variation of norm of LMS
algorithm, the results found better than the other techniques. Further the work can be kept for future that the
modification of RLS algorithm may be used and analysis should be done for better accuracy.
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