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RESEARCH PAPER ON OVERVIEW OF ARTIFICIAL
NEURAL NETWORK

MANISHA SHARMA”

ABSTRACT: An Artificial Neural Network (ANN) is an information processing model that
is inspired by the way biological nervous systems, such as the brain, process information.
The key dement of this model is the novel structure of the information processing system.
It is composed of a large number of highly interconnected processing elements (neurons)
working in unison to solve specific problems. ANNS, like people, learn by example. An ANN
is configured for a specific application, such as pattern recognition or data classification,
through a learning process. Learning in biological systems involves adjustments to the
synaptic connections that exist between the neurons. This paper gives overview of Artificial
Neural Network, working & training of ANN. It also explain the application, advantages and
limitations of ANN.
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| NTRODUCTION

The study of the human brain is thousands of years old. With the beginning of modern
electronics, it was only natural to try to couplethis thinking process. Thefirst step toward
artificia neural networks camein 1943 when Warren M cCulloch, aneurophysiologist, and a
young mathematician, Walter Pitts, wrote a paper on how neurons might work.Neural
networks, with their remarkable ability to derive meaning from complicated data, can be
used to extract patterns and detect trends that are too complex to be noticed by either
humans or other computer techniques. A trained neural network can be thought of as an

“expert” in the category of information it has been given to analyze. Several key terms
involvedinANNs are:

1. Adaptivelearning: Anability tolearn how to do tasks based on the datagiven for
training or initial experience.

2. Sdf-Organization: AnANN can create its own organization or representation of
theinformation it receives during learning time.

3. Real Time Operation: ANN computations may be carried out in paralel, and

specia hardware devices are being designed and manufactured which take
advantage of this capability.
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4. Fault Tolerance via Redundant Information Coding: Partial destruction of a
network leadsto the corresponding degradation of performance. However, some
network capabilities may be retained even with mgor network damage.

Neural connections in animals
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Description about Artificial Neural Network

Artificid Neurd Networks arerelatively crudeeectronic modelsbased ontheneurd structure
of thebrain. Thebrain basicdly learnsfrom experience. Thisbrainforming also promisesa
less technical way to develop machine solutions. These biologically inspired methods of
computing arethought to be the next mgor advancement inthe computing industry. Computers
do variousthings well, like keeping ledgers or performing complex math. But computers
havetroublerecognizing even smple generdize. Now, advancesin biological research promise
aninitial understanding of the natural thinking mechanism. This paper shows that brains
storeinformation as patterns. Some of these patterns are very complicated and dlow us the
ability torecognize individual faces from many different angles. Thisfield dso utilizeswords
very different from traditional computing, words like behave, react, self-organize, learn,
generdlize, and forget.

Whenever we talk about a neural network, we should more popularly say Artificial
Neural Network are computerswhaose architectureis modelled after thebrain. They typically
consist of hundreds of simple processing units which are wired together in a complex
communication network. Each unit or nodeisasimplified model of real neuronwhich sends
off anew signal or firesif it receives asufficiently strong Input signal from the other nodes
towhichit is connected.

Treditiondly neura network was used to refer as network or circuit of biological neurons,
but modern usage of the term often refersto ANN. ANN is made up of interconnecting
artificial neuronswhich areprogrammed like toimitator the propertiesof nbiological neurons.
These neurons working in unanimity to solve specific problems. ANN is configured for
solving artificial intelligence problems without creating amodd of real biological system.
ANN isused for speech recognition, image analysis, adaptive control etc. These applications
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are donethrough alearning process, likelearning in biological system, whichinvolvesthe
adjustment between neurons through synaptic connection. Same happeninthe ANN.

Working of ANN

There are various individual neurons can be clustered together in ANNS. This clustering
occursin the human mind in such away that information can be processed in a dynamic,
interactive, and self-organizing way. These neurons seem capable of nearly unrestricted
interconnections. That is not true of any propased, or existing, man-made network. Integrated
circuits, using current technology, are twodimensional devices with a limited number of
layersfor interconnection. This physical redlity restrains the types, and scope, of artificial
neural networksthat can be implemented in silicon.

Currently, neural networks are the simple clustering of the primitive artificial neurons.
This clustering occurs by creating layers which are then connected to one another. How
these layers connect is the other part of the “art” of engineering networks to resolve resl
world problems.
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Figure 1: Simple neural network

Basically, dl artificial neural networks have asimilar structure or topology asshownin
Figurel. In that structure some of the neurons interfaces to the real world to receive its
inputs. Other neurons providethe real world with the network’s outputs. This output might
betheparticular character that the network thinks that it has scanned or the particular image
it thinksis being viewed. All therest of the neurons are hidden from view.

NEURAL NETWORK T OPOLOGIES

1. Feed forward neural network: In this network, the information moves in only
onedirection, forward, from the input nodes, through the hidden nodes (if any) and
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to the output nodes. There are no cycles or loopsin the network. Thedataprocessing
can extend over multiple (layers of) units, but no feedback connections are present,
that is, connections extending from outputs of unitstoinputs of unitsinthe same
layer or previous layers.

2. Recurrent network: Recurrent neural networks that do contain feedback
connections. Contrary to feed forward networks, recurrent neural networks (RNs)
aremode swith bi-directiona dataflow. Whileafeed forward network propagates
datalinearly from input to output, RNs also propagate data from later processing
stagesto earlier stages.

TRrRAINING OF ARTIFICIAL NEURAL NETWORKS

A neurd network hasto be configured such that the application of aset of inputs produces
the desired set of outputs. Various methods to set the strengths of the connectionsexist. One
way isto set the weights explicitly, using apriori knowledge. Another way isto‘train’ the
neural network by feeding it teaching patterns and letting it changeits weights according to
somelearning rule.

We can classify thelearning conditions asfollows:

Supervised learning or Associative learning in which the network is trained by
providing it with input and matching output patterns. Theseinput-output pairs can be provided
by an externd teacher, or by the system which containsthe neural network (self-supervised).

Unsupervised learning or Self-organization in which an (output) unit is trained to
respond to clusters of pattern within the input. In this learning the system is supposed to
discover statisticaly relevant features of the input popul ation. Unlike the supervised learning
thereisno apriori set of categoriesinto which the patterns are to be classified; rather the
system must devel op its own representation of the input stimuli.

Reinforcement learning this type of learning may be considered as an intermediate
form of the above two types of learning. Herethelearning machine does some action on the
environment and gets a feedback response from the environment. The learning system
gradesitsaction good or bad based on the environmental response and accordingly adjusts
its parameters.

1. High Accuracy: Neural networks are able to approximate complex non-linear
mappings.

2. Noise Tolerance: Neura networks are very flexible with respect to incomplete,
missing and noisy data.

3. Independence from prior assumptions: Neural networks do not make a priori
assumptions about the distribution of the data, or the form of interactions between
factors.
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4. Ease of maintenance: Neural networks can be updated with fresh data, making
them useful for dynamic environments.

5. Neural networkscan beimplemented in paralel hardware

6. When anelement of the neurd network fails, it can continue without any problem
by their parallel nature.

LimiTaTioNsoF NEURAL NETWORKS

When the conditions areright artificial neura networks can perform quitealot better than
other techniques. This out-weighs there are following seemingly long list of disadvantages-

1. Hardtointerpret the model. Neural networks are ablack box oncethey aretrained.

2. Don't perform as well on small data sets. The Bayesian approaches do have an
advantage here.

3. Learning algorithmis abit ad hoc when compared to ML or Bayesian approaches
like EM or variational EM. OTOH | can't say I’ m ahuge fan of Gibbs sampling so
maybe that’s adraw.

CoNCLUSION

Inthis paper wediscussed about the artificial neural network, working of ANN. Alsotraining
phases of an ANN. There are various advantages of ANN. Depending on the nature of the
application and the strength of the internal data patternsyou can generally expect anetwork
totrain quitewel. ANNSs provide an analytical aternativeto conventional techniqueswhich
are oftenlimited by strict assumptions of normality, linearity, variable independence etc.
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