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A Pattern Tree User Queries based Key Frame 
Extraction and Sentimental Divergence 
Classifi cation in Semantic Data Analysis
Varghese S. Chooralil* and N. Kumar**

Abstract : Semantic data mining is mining model where domain ontologies are used as essential knowledge 
and support the huge number of data vial real life onotologies symbolized in semantic web languages. 
The several semantic data research works concentrates only on the key frame extraction. However, the 
classifi cation issue I sentimental data analysis. 
Methods/statistical analysis : Several semantic data research works concentrates only on the key frame 
extraction. However the classifi cation is a demanding issue in sentimental data analysis. In order to improve 
the semantic data analysis, key frame Extraction and Sentimental Divergence Classifi cation (KFE SDC) 
framework is introduced using Reuters  21578 Text  categorization Collection Data Set. Initially Semantic 
Pattern Tree is constructed, based on the use query. Next, Key Frame Extraction model is used for the 
effectively describing the document contents and extracting the similar data based on the user query.
Findings : The extraction model helps to reduce the complexity of fi nding the semantic data. Finally, 
Sentimental Divergence classifi cation  is performed by Naïve Bayes classifi er is used to classify the sentiment 
data from the opinions appraisals that are collected after the extraction process. The sentimental divergence 
classifi cation aimed to improve the semantic data analysis with higher classifi cation accuracy
Applications : Experimental results demonstrate that the proposed KFE-SDC framework not only leads to 
reduction over the parameters execution time for key frame extraction and computational complexity, but 
also outperforms the higher sentimental data classifi cation accuracy
Keywords:  Semantic data mining, user query, key frame extraction, semantic pattern tree and semantic data 
analysis.

1. INTRODUCTION

The query optimization is the method of converting one query into an additional one by the semantic 
knowledge to present similar answer in semantic information processing. Many of the researchers have 
contributed towards semantic web query(8,22) optimization by extensive approaches. An object-based 
method is presented in (1) for on-the-fl y extraction of key frames describing the salient visual content of 
videos. The method is depending on the spatial segmentation for the identifi cation of essential events. 
Though, it is suitable only for the low-level attributes of relevant objects for presenting the vector that 
explains each frame based on object types. A new approach is planned in (2) for key frames extraction on 
human action recognition from 3D video sequences. For classifying the human actions, an Energy Feature 
(EF) combining kinetic energy and potential energy is extracted as of 3D video sequences. A Self-adaptive 
Weighted Affi nity Propagation (SWAP) algorithm is designed to extract the key frames. However, the 
actions do not able to recognize human activities.
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Clustering or segmentation techniques are used for the extraction of the key-frames. An approach is 
planned in  (3) for the weighted fusion of many descriptors which calculates the weight of all descriptor. The 
weights reveal the importance of all descriptor for the particular video shot. Though, clustering technique 
failed to calculate the number of clusters (key-frames) automatically.

MostoBM is planned in (4) is a benchmark for analyzing the data replacement systems in ontologies. 
It also presents three real-world and seven synthetic data exchange patterns that instantiated into many 
situations. But, the benchmark provides comparatively lesser performances. Transferring the polarity of 
features (TPF) is designed in (5) for the cross-domain sentiment classifi cation. The polarity of features 
is instructive for sentiment classifi cation. The algorithm transmits the polarity of features from source 
domain to the target domain with self-determining features as the bridge. But, it is not suitable for the 
distance methods in sentiment classifi cation. The work designs an detailed understanding of the KFE-SDC 
framework, with  the following contributions: (1) Semantic Pattern Tree is constructed based on the user 
query; (2) Key Frame Extraction model is to describe the document contents and extracting the similar data 
based on the user query; (3) Sentimental Divergence Classifi cation is performed by Naive Bayes Classifer 
to classify the sentiment data from the opinions appraisals that are collected after the extraction process; (4) 
experiments were conducted to evaluate the effi ciency of semantic data analysis of KFE-SDC framework 
and to reduce the complexity..

 The rest of the paper is organized as follows. In Section 2, a summary of related works for key 
frame extraction and sentiment classifi cation in semantic data are explained. In Section 3, the proposed 
framework of Key Frame Extraction and Sentimental Divergence Classifi cation (KFE-SDC) framework 
with the help of diagram is described. In Section 4, experimental settings are presented with detailed 
analysis of results with graph and table explained in Section 5. In Section 6, the concluding remarks are 
included.

2. SENTIMENT ANALYSIS MODEL

In (10,11) base and restricted hybrid composition was established by relation routing system for answering 
the diffi cult semantic queries. CROWDOP called cost-based query optimization approach is planned in 
(12) for declarative crowd sourcing systems. CROWDOP consider equal cost and latency in the query 
optimization ideas and creates query plans between the cost and latency. 

 Reverse keyword search in (13,14) for spatio-textual top-k queries (RST Q) has keywords with target 
object provides the spatio-textual top-k result. Hybrid index KcR-tree is planned to summarize the spatial 
and textual information for processing the user query. But, the search failed to rank the target object with 
least query modifi cation. Sentiment classifi cation technique termed as ASLDA is designed in (7,19). The 
words in subjective documents comprise two types, namely sentiment element words and auxiliary words. 
They are sampled from sentiment issues and auxiliary topics. Though, the above mentioned methods take 
large amount of time for processing. There classifi cation models are employed in (14,20) for text classifi cation 
by Waikato Environment for Knowledge Analysis (WEKA). 

 In(16) a new system was designed to help the users for well-organized design of semantic queries 
for particular domain in lesser time interval and more effective effi cient in terms of accuracy. In (17,19) 
an enhanced unsupervised classifi cation framework IRT is designed where the self-expandable topic is 
denoted as hash and it failed in including the polarity updation. In (18) Sentiment analysis(15) model derived 
from the common-sense knowledge taken out from ConceptNet based ontology and context information. 
ConceptNet based ontology is employed to fi nd out the domain concepts that created the essential features.

 In (10,11) base and restricted hybrid composition was established by relation routing system for 
answering the diffi cult semantic queries. CROWDOP called cost-based query optimization approach is 
planned in (12) for declarative crowdsourcing systems. CROWDOP consider equal cost and latency in the 
query optimization ideas and creates query plans between the cost and latency. 
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 Reverse keyword search in (6,13) for spatio-textual top-k queries (RST Q) has keywords with target 
object provides the spatio-textual top-k result. Hybrid index KcR-tree is planned to summarize the spatial 
and textual information for processing the user query. But, the search failed to rank the target object with 
least query modifi cation. Sentiment classifi cation technique termed as ASLDA is designed in (7, 19). The 
words in subjective documents comprise two types, namely sentiment element words and auxiliary words. 
They are sampled from sentiment issues and auxiliary topics. Though, the above mentioned methods take 
large amount of time for processing. There classifi cation models are employed in (14, 20) for text classifi cation 
by Waikato Environment for Knowledge Analysis (WEKA). 

 In (16)a new system was designed to help the users for well-organized design of semantic queries 
for particular domain in lesser time interval and more effective effi cient in terms of accuracy. In(17,18) 
an enhanced unsupervised classifi cation framework IRT is designed where the self-expandable topic is 
denoted as hash and it failed in including the polarity updation. In (18) Sentiment analysis(15) model derived 
from the common-sense knowledge taken out from Concept Net based ontology and context information. 
ConceptNet based ontology is employed to fi nd out the domain concepts that created the essential features.

3. ARCHITECTURAL FRAMEWORK OF KEY FRAME EXTRACTION AND 
SENTIMENTAL DIVERGENCE CLASSIFICATION

The key aim of Key Frame Extraction and Sentimental Divergence Classifi cation by constructing the 
semantic pattern tree (SPT). The SPT detects the frame based on the ordering functions used in KFE-SDC 
framework. The pattern of query language is described by semantic pattern tree on framework ‘T0’  is 
nothing but to expand the user queries.

Sentiment divergence
classification process

Improves sentiment classification
time and reduces computational

complexity

User query

Database

Collect sentiments
after extraction

Semantic Pattern tree
Construction

Detect Frame using
Keywords

Extracted
Features

Key frame
extraction process

Figure 1: Architecture Framework of KFE-SDC

3.1. Semantic Pattern tree Construction

Semantic Pattern Tree construction in KFE-SDC is carried out by the random transformation that denoted 
as ‘T0’. The semantic pattern tree with root node carries the topic of the user fetched query. The vertex and 
edges of semantic pattern tree in KFE-SDC is described as,

Semantic Pattern Tree (T0 ) = {v, e, q} (1)  
User result Tree (T0 ) = {v, e, q} 
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As’ T0
1’ is the  system for fetching the document from (2), the user result is stored in T0 on the vertices 

v and edges  e respectively.   When T0 = T0,  the property takes place in KFE-SDC framework as per  (1) 
and (2).Figure 1 shows the  construction of SPT.

{FN, FN Size}

{FN, , P4}k{FN, , P1}k

{FN, Semantic Keyword ‘ ’}k

{Frame Name (FN), Root}

Figure 2: Construction of Semantic Pattern Tree

In the fi gure the edges are on left side and right side of vertices. This clearly describes the construction 
of semantic pattern tree using KFE-SDC framework. The tree contains the document name on root vertices 
‘v’. It represents the semantic keywords on left and the document size on the right. In Figure 2, ‘k’ is 
located on different web page where count denoted as  ‘P1’ and ‘P4’.

In the fi gure the edges are on left side and right side of vertices. This clearly describes the construction 
of semantic pattern tree using KFE-SDC framework. The tree contains the document name on root vertices 
‘v’. It represents the semantic keywords on left and the document size on the right. In Figure 2, ‘k’ is 
located on different web page where count denoted as  ‘P1’ and ‘P4’.

3.1.1.  Calculate the Number of Key-Frames 

Initially, the number of key-frames (i.e.,) rank of matrix are taken. The number of singular values is 
similar to the rank of matrix X. Text-based document is a non-structured data and there is not easy linear 
relationship between the text frames where the rank of matrix X is high. In order to avoid the complication 
process, rank of matrix X is taken as comparatively lower one

For X   Rmxn,
 p = min(m, n)
if (((n < r) = T

= 1rank (X)) && (X = ( ) ))n
n j i i i  å  (3)

then,  minrank(Y) = n) ||X–Y||F = ||X – Xp||F

  = 2
1

p
j k i= +å

Eqn (4) is used to determine the approximate rank of matrix where the number of key-frames is 
extracted from the document. From (5), this equation is the main information by the removal of smaller 
singular values. The largest integer p that satisfi ed s(k)  is chosen as the suitable rank r, where threshold 
, the selected key-frames and the available text based information are comparatively higher. For static 
text data, as frames are very nearer in text data content, approximate linear relation in which the rank of 
matrix X is very small. With increasing complexity of text content in particular frame of entire document, 
the nonlinear connection between frames is improved. The singular values are separated and the rank of 
matrix X is larger and the chosen key-frames are developed into additional one. It is suitably observed 
with common sense where many key-frames are extracted for the text document with higher complexity:

 v(k) = 
2 2 2 2
1 2 3
2 2 2 2
1 2 3

n

l

...,
...

   
   

+ + + +
+ + + +

 (5)

 l = min (m, n) 
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3.1.2. Locate Specifi c Key-Frames

 Locate key-frames prefers the linearly independent sub-set of matrix. The lesser correlation defi nes the 
largest visual variations and the text data content variation between frames is represented by inter-frame 
distance. The inter-frame distance is used to choose the frames with largest visual variations in the entire 
document. The histogram distance between each frame and previous frame, is calculated

 D( j, j + 1) = 2
2 – 1[K ( ) – K ( )]s

j j ja a=å  (6)

From Eqn (6), Kj (a)  denotes the gray value of the ath pixel in frame and s denotes the total number of 
the frames inside a text document and the frames are extracted with the higher distance as key-frames in 
an entire document. The extracted key frames are given for the sentimental classifi cation using keywords 
which is described briefl y in section 3.2.

3.2. Sentimental Divergence Classifi cation

Sentiment Classifi cation Algorithm is used to analyze and classify the particular sentences or words 
combination to create a number of key-frames by identifi ed users. Sentiment classifi cation objective is to 
calculate the polarity of users’ perspective hidden in reviews. Polarity divergence features in sentimental 
classifi cation are positive/negative in one domain but negative/positive in another.

3.2.1. Naive Bayes Classifi er

The frequency of sentimental word is calculated through differentiating sentimental data using Naïve 
Bayes.  So the scores are as below

 P c
d

æ ö÷ç ÷ç ÷çè ø  = 
P P( )

P( )

f * c
c

d

æ ö÷ç ÷ç ÷çè ø
 (7)   

 c* = arg max P cc
d

æ ö÷ç ÷ç ÷çè ø

From Eqn (7) and (8), c and d represents the class and document. maxc denotes the maximum of the 
class and the f represents a feature. P(c) and P (f/c) are attained by maximum probability calculations for 
unseen features. The probability of classifi cation can be obtained in four different forms, namely very 
negative, negative, positive and very positive in the rating of (–5 or –4), (–3, –2, or –1), (1, 2, or3) and 
(4 or 5) respectively. The algorithm depending on the dictionary of sentimental keywords is carried out 
with the sentiment classifi cation algorithm are described as given below.

// Sentiment Classifi cation Algorithm
Input : Identify semantic keyword ‘k’ on FN
Step 1: Calculate the sentimental keywords in dictionary with the negative or positive words
Step 2: Compute the frequency of the sentimental words in the document
Step 3: The variable weights are changed through adding Sentiment words
Step 4: Naive Bayes classifi er generate sentiment data using (7) and (8)
Step 5: Repeating the steps (1) to (4) for classifying the new contents.
Output : Enhanced sentimental Data Analysis
The above sentimental classifi cation algorithm is to identify the data through computing the frequency 

of sentiment words in content matching the dictionary of keywords. The Sentiment Classifi cation Algorithm 
aimed to improve the semantic data analysis with higher accuracy.
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4. EXPERIMENTAL EVALUATION

Key Frame Extraction and Sentimental Divergence Classifi cation (KFE-SDC) framework uses JAVA 
language to execute the experimental work. 

These attributes are used to extract the key frames and classify the features in the text document. 
KFE-SDC framework experiment is compared with the existing object-based method and transferring 
the Polarity of Features (TPF) approach for cross-domain sentiment classifi cation. The experiment is 
conducted on the factors such as effi cient in terms of computational complexity, execution time for 
keyframe extraction and sentimental data classifi cation effi ciency.

 Sentimental data classifi cation accuracy is one of the performance metrics to measure the accuracy of 
correct classifi cation made regarding the sentiment keywords provided by the user. The Sentimental data 
classifi cation accuracy is defi ned as the number of keywords correctly classifi ed (including both positive 
and negative words) and is evaluated by the following formula.

 SDCA = 
No of keyword

Total number of keywords
cc.

 (9)

From (9) Sentimental Data Classifi cation Accuracy  ‘SDCA’  is the ratio of the number of keywords 
correctly classifi ed No.of keywordscc to the total number of key words. Computational complexity involved 
during key frame extraction is the resources required to measure number of key frame and is as given 
below. It is the product of number of queries considered and the time taken for key frame extraction

 CC = n * Time (key frame extraction) (10)
Where ‘CC’ is the computational complexity and ‘n’ refers to the number of queries considered 

during each iterations. The execution time for key frame extraction is the time taken to extract the positive 
and negative words with respect to the number of queries. The execution time for key frame extraction is 
mathematically formulated as given below

 ET = 1 Queries Time (PNW)n
i i *=å  (11)

From (11), the execution time ‘ET’ is obtained using the Queries ‘Ri’ and time for generating classes 
with the aid of positive and negative words ‘PNW’. It is measured in terms of milliseconds (ms).

5. RESULTS ANALYSIS OF KFE-SDC
Table 1

Performances of Sentiment Data Classifi cation Accuracy using Various Methods

No. of keywords (Number)
Sentiment data classifi cation accuracy (%)

KFE-SDC Object based method TPF approach

5 85.34 80.21 72.08

10 87.64 82.98 74.69

15 90.32 84.39 75.36

20 91.75 85.68 77.96

25 92.45 86.32 80.63

30 93.87 87.21 82.64

35 94.67 90.23 85.33

In order to analyze the features of the KFE-SDC framework, the performance was carried out in an 
effective way on basis of fi ve attributes, like TOPICS, LEWISSPLIT, CGISPLIT, OLDID and NEWID. 
The results are compared with the object based method. The experimental results using JAVA are evaluated 
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and examined with table values and graphical demonstration. To provide with detailed results in Table 1, 
we use Naive Bayes Classifi er to attain the sentimental data classifi cation accuracy and comparison is 
made with two other existing techniques, object-based method and TPF approach respectively.
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Figure 3 : Show that the proposed KFE-SDC framework provides higher sentiment data 

Classifi cation accuracy when compared to existing object-based method(1,26)and transferring the 
Polarity of Features (TPF) approach for cross-domain sentiment classifi cation (2,25)This is because of the 
application of Naïve Bayes Classifi er which classifi es the sentiment data from the opinions appraisals that 
are collected after the extraction process that results in the improvement of sentiment data classifi cation 
accuracy by 4 – 7 % compared to object-based method. Additionally, with the classifi cation of semantic 
data the semantic keywords on each edge point from different levels is recognized that results in the 
improvement of sentiment data classifi cation accuracy by 9 – 16 % compared to TPF approach. 

Table 2

Performances of Computational complexity using Various Methods

No. of User Query (Number)
Computational complexity (ms)

KFE-SDC Object based method TPF approach

5 1.27 1.32 1.51

10 1.34 1.45 1.60

15 1.42 1.53 1.68

20 1.58 1.66 1.82

25 1.69 1.73 1.93

30 1.75 1.83 1.96

35 1.89 1.92 1.99

The Table 2 shows the  comparison of computational complexity against number of user query. 
In Figure 4, the computational complexity is plotted with respect to number of queries range from 5 – 35. 
Furthermore, we can also observe that by increasing the number of queries, the computational complexity 
is reduced but comparatively development is examined by the proposed KFE-SDC framework. An there 
is a reduction in computational complexity  by 6 – 42 % and 22 – 65 % compared to RB and LP approach 
respectively.
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Figure 4: Measure of Computational Complexity

Table 3
Performances of Execution Time for Key Frame Extraction using Various Methods

No. of User Queries 
(Number)

Execution Time for Key Frame Extraction (ms)

KFE-SDC Object based method TPF approach

5 38.21 46.59 52.36

10 41.32 48.69 55.89

15 44.15 51.33 59.65

20 46.35 53.26 65.35

25 48.61 55.12 67.85

30 53.36 59.21 71.32

35 55.96 63.85 74.85
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The execution time for key frame extraction using KFE-SDC framework is presented in a detailed 
manner in Table 3. We consider the approach with different number of queries acquired from the UCI 
repository using fi ve attributes for experimental purpose using JAVA

Execution time for key frame extraction using KFE-SDC framework with two mentioned  methods(1,2) 
is shown in the  in Figure 5. approach differs from the object-based method (1,19)and transferring the Polarity 
of Features (TPF) approach for cross-domain sentiment classifi cation(23,24)in that key frame extraction 
model is used for describing the document contents and extracting the similar data based on the user query 
that reduced the execution time for key frame extraction by 10 – 23 % and 32 – 40 % compared to RB and 
LP approach respectively. 

6. CONCLUSION

The Key Frame Extraction and Sentimental Divergence Classifi cation (KFE-SDC) framework  improved 
the sentiment data analysis on  mentioned standard data set. The KFE-SDC framework uses Semantic 
Pattern Tree based on the Key Frame extraction model to effectively describing the document contents and 
extracting the similar data based on the user query. The extraction model helps to reduce the complexity 
of fi nding the semantic data. Finally, Sentiment Divergence Classifi cation is performed using Naïve Bayes 
Classifi er to classify the sentiment data from the opinions appraisals that are collected after the extraction 
process. Experimental results demonstrate that the proposed KFE-SDC framework not only leads to 
reduction over the parameters execution time for key frame extraction and computational complexity, but 
also outperforms the higher sentimental data classifi cation accuracy compared to start-of-the art-methods.
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