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Diagnosis of MS Lesions
on MRI Images

L eilla M ozaffari*, Ali Broumandnia'*, ElyasSalimi Shahraki*

Abstract: The increasing prevalence of MS as well asits early diagnosis requires precise imaging technique to
diagnose M S. Among avail ableimaging techniques, MRI is an effective diagnaostic techniquefor its high sensitivity,
lack of ionizing radiation and non-invasiveness. Since the diagnosis of MS and its classification depends on the
skill of the physician, smart techniques can hel p thedoctor in diagnosing and classifying. In thisstudy, brain MRI

datawas classified into normal and MSor MSrisk groups using wavel et transform, HMM and ML. The proposed
techniquegenerally involvestraining datacollection, pre-processing, lesion segmentation and final detection. Data
collection was based on existing valid databases such as Paden database. Pre-processing isan optional step, which
will not be required if the images are of good quality. Second, lesions were segmented in the images. Image
segmentation was the most important part of the study. The focus of this study wasto provide a powerful technique
against the noise for this phase. A number of M S candidates appeared. Next, MS lesi onswere distinguished from
the candidates. M Slesionswereultimately detected by maximized standard function of maximum likelihood (ML).
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1. INTRODUCTION

Multiple sclerosis(MS) isacommon disease of the centra nervous system (brain and spinal cord) causing white
patchesor plaguesinthe brain by destruction of myelin sheeth. Thisdestruction canimpair the parts of the nervous
systemwhich are responsible for communication and result in symptoms and health problems. MS appearsin
severa formsand its new symptomsoccur either in recurrence stages (relapsing forms) or over time (intermittent
forms). Thereisno known curefor MS. Exigting treatmentsimprove functions after each attack and prevent new
attacks. Although thedrugs prescribed to treat M S are modestly effective, they arefollowed by side effectsand
poorly tolerated. T helife expectancy of people with MSis5-10 yearslessthan others. MS occurs usualy in ages
20-50 yearsandinwomentwice asmen. MRI images can predict M S progression. Recent studies suggest that
MRI scanscanwell show M S progressionif gray matter of the brainisnot affected by the disease. In an attempt
to find the cause of M S progression, new techniqueswere used to detect damagesto braingray cells. It wasfound
that the patientswhose MRI images showed abnormal black spotsinthegray matter of their brainswere more
exposed to physical disabilities. These abnormd black spotsimply highiron accumulationinthearea. The promising
resultsof MRI scanstaken of peoplewith M S can be used for advanced computationsand techniqueswhich can
accurately calculatethe visible damages, particularly ingray matter and predict the course of the disease more
accurately. MRI-based calculations of gray matter damages can be used asan aternative symptomof progression.
Purposeof thisstudy isto provide amethod based onimage processing techniques (wave et transformand HMM)
for optimal detection of MSlesions, to overcome the problem of other works (removing lesionswith noise),
facilitate and accelerate the implementation. Many studies have focused on M Slesion detectioninMRI images,
each involving certain advantages and disadvantages. Borumand et al [ 1] used modulation of MRI imagesto
analyze M Splaques. Yazdanabadi [ 2] consdered multi-stage classfication and andysis of lesonsand determined
acuteness of the detected areas. M ohsenzadeh [ 3] used anew hybrid medianfilter to overcomethe problem of
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noisein MRI images. Mohamadi et al. [4] used kmeans, NG and SOM techniquesfor zoning and segmenting
lesions. Bassem|[5] classfied the brain tissues by support vector machine on FLAIR imagesfor segmentation of
MSlesions. Grimaud and Lado [6, 7] reported other studiesconducted inrecent years. The present study presents
anew technique for detection of suspicious M S lesions based on wavelet transformand HMM. Inthis study,
HMM with atree structure isused for extracting statistical propertiesof wavelet transform.

2. MATERIALSAND METHODS

Daacollectionisbased onexiging vaid databases such as Paden database. Pre-processng isanoptiond step, which
will not berequired if theimegesare of good qudity. Second, lesonsare ssgmented intheimages |mege segmentation
isthemog important part of thestudy. Thefocus of thisstudy isto providea powerful technique againg noisefor this
phase. A number of M S candidate areaswill appear. Next, MS areasare distinguished from the candidate areas. MS
lesonsareultimatey detected by maximized standard function of maximumlikelihood (ML).

3. THEPROPOSED TECHNIQUE FORDETECTION OF MSLESIONS
3.1. Potential Lesionsof thelmage

Joint pixel likelihood of different classesisf(x |c); c=1, 2, ..., N_. For ssgmentation of animageand detection of
MSlesions, segmentation can be performed step by step based on awindow with acertain Szeto check that the
pixelsof awindow are assgned to aclass. Notably, the window size can be very important. Accuracy will increase
if windowswith larger Sizeare used for segmentation, because higher number of pixelsisassessed and thusbetter
dataisacquired. However, therewill behigher risk of pixelsrelated to other classes. Although smaller window will
lower thisrisk, thelimited number of datawill not provide enough accuracy of segmentation. Inthisstudy, theidea
of dyadic blocksis used to implement segmentation windows. To do so, segmentation windowsarerecursively
divided into four square sub-segments at any stage. Thistree-like structureis showninthefigures below.

Notethat i denotesthe number of square sub-windowson each scale, and | isthe scaleindex; p(i) representsthe
parent window of thefour secondary sub-windows. In segmentation of suspected MSlesons, it iscrucia to have
moddsof different tissuesbecauseit isdifficult to achieveaperfect joint pixd likeihood. Inthisstudy, leson ssgmentation
isbased onimagefield transformusing wavelet, becausethislinear invertibletransformprovideselementswhich are
moreeasier to modd. Most avallableimages, particularly gray images, have astructure inwhichwavelet transform
provides precisesegmentation. Thereare many Saisticad techniquesto modd thetissue structure; thissudy usesthe
hidden Markov model (HMM). Thefigurebelow showsthe model extracted by HMM.
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Figure 1: (a) tree structure of scale windows and (b) parent nodes and next generation
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Figure 2: wavelet element dependence under different bands
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Figure 2ashowswavelet element dependence at different scalesin three samples. Figures 2b and 2c show the
wavelet elementsas black nodes and their connectionswith sub-segment elementsfor asub-band. In Figure 2c,
variable white nodesrepresent HMM stateto control the Gaussian mixture model (GM M) of that node. Next,
mixture mode parameters are summed fromvariances of the double GMM and transient Markov probabilitiesin
an M vector. Thus, HMM can serve asalarge-scae model for approximation of amost all joint likelihoods of
wavelet elements W, f(WjM). For example, expectation maximization (EM) can be used to estimate HMM
parameters. HMM isatreewith aninteresting structure which can matchthe windows. Any sub-tree of atree

Let atreeHMM betrained for eachtissueclassc e { 1, 2, ..., N } based onM_parameters; now, consider the
wavelet transform state, w, of atestimage, %, containing thesetissues. The calculated multi-scale likelihood

expressed for different windowswill be based on eachtreeHMMs causing f (d; [M.),c e {1.2...., N}, for any dyadic
image, d. By multi-scalelikelihoods, the tested image segmentation can be easily performed based on maximum
likelihood (ML) as &"- =argce{1,2,...N} . This segmentation resultsin a serieswith J members of different

segmentations: ¢, j =0,1,...,J —1.For detection of suspicious MSlesions, animage of the M Stissuesisfirst

sdlected to traintree HMMSs. Figure 3 shows an example of thisprocess. Then, atest image, asshowninFigure4,
iscongdered for segmentation using above mechanism by atree gructure of windows. Figure 5 showsthe result of
final segmentation for thelast scale considered.

Figure 3: MS tissue Figure 4: test image Figure 5: reaults of the proposed technique

Wavelet Transform and Dyadic Windowing

Wavelet transformis ableto show certain important data of the image. This study focuses on the smplest type of
wavelet transform based on Haar wavelet. Haar wavelet elements can be generated for an image by four two-

1(1 1 1(1 1
dimensional wavelet filtersinduding locdl leveler . =§(1 J, horizontal edge detector 9.+ =§(_1 _J, vertical
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1
To caculate the wavelet transformof a2’ x 2 digital image (x), the matrix uisintheformof:

ulk I =xk 1],0<k <2 -1 @

Then, theresulting matrix u, is convolved by the expressed wavelet filtersand other samplesin both directionsk
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and | areremoved. The resulting sub-bandimagesareintheformof u;_,w5"w}',wi", each having asize of
21 x 27, Theresultsareset ina 2’ x 2'matrix asfollows:

l:UJ 1 WT ll:l @

wyiy wil
Then, filtering and downsampling continues on the image u_, for Jiteration, u, 0<J<J-1
Scaling coefficient matrix isthe gradually leveled version of the original image u, and thematrices of wavelet

coefficients wi™ ,wi™-,and wi" , are thefiltered high and band pass frequency, the detected horizontal and vertical
edges and diagona edges, respectively.

For example, the magnitude of thewavelet coefficient wj" [k,1],0<k,1 <2’ -1will belargeif the2 x 2block
window of theimageinvolves horizonta edges, and vice versa. The 2 x 2 block window iswrittenas:

{ N2k, 2] N2k, 2 +1] }

2k +1,21] X2k+1,21 +1] 3

Iterative caculationfor aHaar wavelet coefficient of a2x2 block of animageresultsinaquad treeonwavelet
coefficientsin each sub-band. For dyadic windowing, iterativefilteringisfirst donefor the scale of zero and only
LH band isexamined. Then, thetreework will continue for more accuracy. Infact, eachwavelet coefficient, such

as WjLH[k,I],anaIyzes the same areas of the original images that the four coefficients

Wi [2k, 211, wii[2k, 20 +1], wi[2K +1, 211, wiH [ 2K +1, 21 +1] of the next sub-seriesdo. Coefficientsona

branch are called descendent from one node to the next and ancestor inthe reverse direction. If theiterative
filtering endsonthescalej > O, therewill bealarge number of significant wavelet coefficientsin each sub-band. Let
Whbethe seriesof all wavelet coefficients, wH, wH-, and wH are defined asthe seriesof al coefficientsinthe sub-
bands. The modeling framework presented in this study considersw asthe realized random variable w and was
therealized randomfield of the wavelet W. Then, scale of thei-th factor isdefined by J(i), inthe quad tree of the
considered sub-band. The parent ascendant nodes of i-th node are defined by p .. 7 isdefined asasubtree of
wavelet coefficientswith the head node i including the coefficient w and its descendent.

Thereisaclear match between wavelet coefficients and dyadic windows based on two-dimensional Haar
wavelet transform, whichisobtained by iterative sepwise divison of imagesto four segments. Infact, each dij sis

obtained by dividing a square window at scale of j-1 to four sub-segments. Notethat, all wavelet coefficients
under the tree 7 starting fromw are dependent on pixel valuesind. To model each wavelet element Wusing
HMM, ahidden state S, taking thevaluem=S L, isconsidered for each wavelet element. Thisrefersto thesmall
and largevariance. Likelihood of eachwavelet element W is:

F(w) =ZP (M) f (w|§ =m) “
f(W'|S1 :m):N(/‘i,m’O'i?m)' P (S)+Ps(L)=1 )

Let smal wavelet dementshavelow variance Gaussanlikelihood and large wavelet dementshave high variance
Gaussian likelihood; they are modelled by these two likelihoods. To control the variance of these two Gaussian
likelihoods in the model, durability of small and large wavelet elementsisexamined in thetree structure. For
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example, Satetransition probabilities &/4"™ for m, m = S L represent small or large W, based onsmall or large

upstream node W for two hidden states{ Sp
follows:

0 S}. Foranyi, astate transition probability matrix is defined as

f(VV||S :m):N(/ui,m’o-i?m)’ PS (S)+PS (L):]_ (6)
Asthefocusof thisstudy isgray images, £/{and &/("* arelargefor their durability.

TreeHMM for Wavelet Elements

A completewavelet transform consists of threesub-bandswith tree paralel quad trees. For example, i-thnodein
LH, HL and HH of the quad tree correspondsto the same dyadic window d intheimage.

Thethree sub-bands of wavelet transformsin this case are statistically independent. A full M representing the
treeHMM of wavelet dements of animageinvolvesthreetreeHMMscharacterized asM ={ 6, 6, 67} . Thus,
thetreeHMM isaparametric tree model to describejoint likelihood of wavelet elements. For independent sub-
bands, we canwrite:

(M) = Fw-O )T (WHB)F(W]e™) ()

Calculation of Multi-scale Likelihood
By aseries, M, of treeHMM parametersand wavelet transformof thetest image, W, calculation of thelikelihood

f (WM ) is straightforward. Therefore, likelihood can be calculated for all dyadic windows of the image

simultaneoudly inanupward swipe through thetreestructure. Fird., likelihood of asub-tree, 7, of wavelet eements
starting fromanode, w, of one of the sub-bandsiscalculated. L et this sub-band containtree HMM parameterso;
by upward swipeof the quad treeto thenodei, the conditiond likelihood, 8.(m) =f(Z]S=m, 0), isderived. Thus,
likelihood of elementsin 7 canbe caculated asfollows:

f(Tlo)= 2 AmMp(S =mo) ®

m=S,L

Wavelet elements of the square window d. include threesegments 7, 77,77, Using three upward swipes
of treeHMM, thelikelihood f(7]0) is easily calculated for each sub-tree. Assuming independent sub-band, we
have

f(d[M) = f(Z[6"") F(Z7H6™) F(77]6")(9)
Using the above equation, likelihoods can be caculated for each tissue model of each square dyadic window.

Figure 6: Block diagram of the proposed lesion detection technique

3.2. Reaultsof Software Simulations

For smulations, M S-related MRI database containsimagesof M S massesderived from Paden database. This
section evauatesthe accuracy of detected suspiciousMSlesions. Thegod isto comparethe proposed technique
with theresultsof M S detection on MRI images by the expert.
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Smilarityindex (Sl): Sl = 2% 25
y ' < A+B
) ) . AuB
Intersection-to-unionratio: R= ——
ANB

where A and B represent MSimages extracted by the expert and by the computer. Sl isused herefor evaluation
of results.

Tablel
Resultsof softwar e simulations
Result Sample/number of samples
100% 98/model images
PR% 52/test images
06% 150/total images

As the results show, the proposed technique could detect all smple cases (model) and 92% of complex
samples (tests) where suspiciouslesons cannot be easly detected. Thetotal rate of detection was 96%.

4. EVALUATIONAND COMPARISONOFSIMILARTECHNIQUESAND
THE PROPOSED TECHNIQUE

In recent works, authors have focused on improved detection of brain lesions, particularly MSlesons, which
isrelatively difficult. They have used several algorithmsincluding the technique used in other studies|[6, 7],
along withHMM [8] which achieved relatively good results. However, there have been difficultiesin setting
edges; therefore, they use different techniquesto solvethis problem and perform the segmentation based on
edges. However, it islikely to ignore different lesions for labeling. Literature review showsthat k-means
offline/online, NG and SOM algorithms are useful for unsupervised processesfor segmentation of brain MRI
and differentiation of brain tissues. They can be used as a convenient and efficient tool to provide doctors
with additional auxiliary imagesto increase accuracy, reduce diagnosis and treatment time, and facilitate this
process. Inthe near future, they can pave the way for automatic and reliable processes of diagnosis and
treatment. By comparing the detection technique of MS lesions on MRI images using image processing and
artificial neural networks (ANNSs) with other studies, it can be concluded that image processing algorithms
and ANNSs can provide acceptable results for correct detection of MS lesions. Bassem [10] used SVM
algorithmfor classification phase. They provided their imagesfrom different sources; nevertheess, they could
detect 95% of lesions correctly. Mohammad Khanlu et al used fractal analysisfor classification phase and
extracted 92% of lesions correctly in input imagesto the algorithm. Asthistechnique detected MSlesonson
MRI images using image processing and ANNS, image processing was aso used for segmentation. However,
output of thisphaseincluded both M Slesions and artifact areaswhich are not lesions. For classification by a
back-propagation ANN, many artifacts can beisolated fromMS lesions. Although 96% of lesions appeared
intheimage, several artifacts also appeared inthe output. The number of artifacts can bereduced by increasing
the number of neuronsin the hidden layer of ANN and training the network by higher number of images. In
cases evaluated by the proposed technique, ~84% lesions were detected on average, which isacceptable for
doctors. The detected lesionsincluded acute (55%), average (35%) and weak (10%) lesions. Moreover,
96% of caseswere detected correctly. Thistechnique can be used to evaluate M S lesionsto facilitate and
accelerate the lesion detection and segmentation processes. Finaly, the proposed technique outperformed
other detectiontechniques. Usng HMM, wavel et transform and maximum likelihood, thistechnique provides
higher accuracy for detection of lesions.
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5. CONCLUSION

Thisstudy addressed the detection of MSlesions on MRI images. Data collection was based on existing valid
databases such as Paden database. M Slesionswere ultimately detected by maximum standard function of maximum
likelihood (ML ). The purpose of thisstudy wasto evaluate the classfication of dataresulting frombran MRI into
two groups, normal and MS/M Srisk, usng wavelet transform, HMM and maximum likelihood. The detected
lesionsincluded acute (55%), average (35%) and weak (10%) lesions. Moreover, 96% of caseswere detected
correctly. Theresultsshowed that the proposed technique outperformed other techniques of lesion detection.
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