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Prediction of Diseases Using Neural
Network
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Abstract : It has been observed that a better health is playing a vital role in human happiness. There are
various developments donein thefield of medical sciences, neural networksare quiteimportant for the prediction
of diseases. ANNSs are used to process the data in the same way that people do, learn by illustrations. As
individuals haveinterest in their wellbeing advancements in medical research has been a standout amongst the
most dynamic research areas. This is made out of an extensive number of much neurons working for the
consideration of a specific issues. In this paper, we approached the machine learning techniques i.e Feed
forward back propagation neural network for the prediction of diseases. For the proposed work a datasets of
the 164 people were used as testing and training by taking 11 number of input attributes. The datasets are
collected from UCI machine learning respiratory. The data has been processed with the help of MATLAB,
simulation results demonstratesthat execution of NN methodol ogy is muchimperative and easily understandable.
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1. INTRODUCTION

Over the past decades, a consistent development identified to diseases prediction has been performed.
Researchers connected distinctive techniques [ 1].For eg- screening in early stages, in mind to discover type of
disease before they cause manifestation. Additionally they made new systemfor the early detection of diseases
such ascancer, Heart Attack, Skin disease or Diabetes[2]. However to get the precious prediction of disease
result isamost chalenging assgnment. InthisMachine learning, werequire completetraining datato construct the
model [3]. Particularly in the medical research area, the complete training data portraying showstherelation
betweeninput and output. Machinelearning dgorithmsneed memory and computationtime for thelearning procedure
[4]. Thisisabranch of artificial Intelligencethat utilisesavariety of probabilistic an optimisation procedure that
alowssysemtolearn frompast illustrations[5]. Thisahility isan especidly appropriateto medicd field, particularly
thosethat rely on complex proteomic and genomic estimations. Thismachine learning isused in prediction of
disease. Fromtheglobally accepted studies, we can say that machinelearning technique can be used to achieve the
higher accuracy of disease prediction. According to the paper [6] one of the best methodsisan artificial neural
network, thisisahighly effectivetool used to predict the heart diseases. The best feature of theneurd network is
adaptively. K et a.,[ 7] statesthat multilayer perceptron model givesbest resultsin comparisonwith othersmodels
of theartificial neura network. This paper concentrate on the advancement of NN systemin light of both multi-
layer perceptron’s and addition feed forward and the use of thismodel iseffortlessly detection of disease[8].
Particularly this system has been created to help physicians, sinceidentificationif diseasein early stagesisvery
essentid for cure of any disease. The principle goal of this project isto create theframework for prediction of
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different diseases-heart attack, liver disorder, and diabeteswhich are the most common problems nowadays.
Thereislotsof work doneintheartificia neural network for different diseases but the sysem made by themisfor
prediction of single diseases e.g cancer or skin diseases or heart attack or diabetes. But thispaper presented a
systemwhichisused for prediction of three diseases. So by thissystem, wedetect diseasesonly by putting dataset.
Thiswill help the doctor to diagnosisthe diseasesin avery rapid manner [9].

1.1. Structureof NN

The neural systemfusesthree specific layerswith feed forward setup. Theinput layer of thissystemisan
arrangement of information these aretotally connected with the hidden layers[10]-[11]. Further the hidden layers
totally connected thenext layer (i.e. output layer). Thelast layer (Output layer) sendstheresponseto theframework
[12]. Architecture and Structure decidefor disease diagnosis Of ANN isbased feed forward network. Inthisinput
layer send their signal to hidden layer and hidden sendsto Output layer now theinput symptomsreceived by
network intheinput layer and the outputs sent by the neuronto theoutput layer. Inthis, supervised learning method
and back propagation agorithmisimplemented. Inthisinput is provide asan example and output iscomputed by
the network, oncethisisdone, error will be. Our intensonisto minimisetheerror till the timeframework get
familiarized withtraining.

Input Hidden Output

Fig. 1. ANN architecture for disease diagnosis.

1.2. Trainingthe model

A system has composed for aspecific application. To begin this methodology, beginning weights picked
subjectively. By then, training & learning, begins. The ANN istrained by exhibiting it with an arrangement of
exigting data (inlight of the subsequent history of patients) wherethe outcomeisknown. Multilayer sysemutilizes
an assortment of learning strategies, the most renowned is back—propagation (BP) algorithms. It isastandout
amongst themost ideal gpproachesto manage with machine learning algorithmdatawhich streamsfromthe course
of theinput layer towardstheoutput layer.

Two approachesare-Supervised and Unsupervised in this[13], supervised learning categorizeinto
many types:

1. Back propagation network 2. Perceptron network
3. Radid basisfunction network 4. Timedelay neura network
5. Wavelet neural network 6. Adaptivelinear neuron

1.3. NN Features

Therearevariousfeatures of Neural Networks:
» TheNNscanoutlineexamplesto ther related output designsin this manner showing mapping capabilities.
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* NNsaretrained with known example of an issue subsequently recognizing new objects beforehand
untrained.

» TheNNshave the capacity to sumup in thisway anticipating new resultsfrom past patterns.
» TheNNsprocessdatain pardlelsand in adistributed manner [14].

2.LITERATUREREVIEW

Various researchers has been presented varioustechniques and algorithmsto diagnose various diseases,
some of them are discussed herefor references. L.G et al., [15]-[ 16] usesthefeed forward design for training to
the neural systemto show theresults of skin diseases. Thispaper includesdifferent typesof skindiseases- leprosy,
benign, skintumor, impetigo, acne, scabies and diaper candidaciesthese all can betreated by thissystem. The
system shows an accuracy of 90%. Muhammad et al., [ 17] introduced amethod of diabetes prediction using the
different type of supervised learning techniques of the neural network. Inthisresults are evaluated using 250
diabetes dataset and the age variesfrom 25 to 78 years. They use 27 input variablesfor analysis of diabetesand
different training algorithms used are- BFGS Quasi-Newton algorithm, Levenberg Marquardt, and Bayesian
Regularization. The accuracy obtained from these different methodsis 63%.

PK Anooj [18] presented aweighted fuzzy rulefor detection of heart diseasesusing k-fold crossvaidation.
Thedataset got from UCI Respiratory. Thisconsistsof 14 attributesof input and itsoutput valueisvary from0to
4 where 0 meansno presence of diseasesand from 1to 4 it showstheexistence of diseases. Inthisthreedifferent
datasets are used for the analysis of heart disease and finaly got the accuracy of 57.85%

Seemaet al., [19] adopted a technique adaptive resonance neural network (ARNN) which is atype of
unsupervised learning to detects cancer. Thisdataset contains atotal of 699 casesout of which 600 casesused to
trainthe network. This database contains 9 attributes and it is categorized into two outputsbenign or maignant.
Thistechnique showsthe accuracy of 75%.

Table 1. Summary of previouswork discussed above.

Title Authors Methods Accuracy Year
Diagnosing Skin L.GKabari, FSBakpo Feed Forward Network 0% 2000
diseases using an ANN

Prediction of diabetes Muhammad Akmal Sapon Levenberg Marquardt, Newton

usngANN Khadijah Ismail, Suehaglyn Algorithm, Bayesan 63% 2011
Zainudin Regularization
Clinical decision

support system- Risk PK Anogj K- fold crossvalidation 5% 2012

level prediction of
Heart diseases

Cancer detection using Seema Singh, SunitaSaini, Adaptive Resonance Neural % 2012
adaptive Neural Mandeep Singh Network
Network

Thistableisthe summary of previous paper, inthis different methods are used to diagnose the different
diseasesbut best result isshown by feed forward method whichis 90% for the diagnose of skin diseases[16] that
why inthis paper same method whichisfeed forward network isimplemented to get the best results.

3.SYSTEM IMPLEMENTATION

Correct analysisof any diseasesdependson upon thevariousand normally digointed information.
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3.1. Diagnosis of Disease using ANN System

Thediagnosis of diseaseisdone by collecting data. If the rea-timeinput datais matched with the preloaded
datawhich we used to trainthe system. If the match is more than athreshold then the doctor will assume and
suggest that weare having that particular disease. After then the doctor recommendsgoing for alaboratory test to
thepatient inorder to sureabout the result. By thetest it confirmed that which particular disease we have and what
isthe stageof that [20].

Thissysem will work likethis: First of all, welisted al the attributesrequired to train the system, thenwe
collected the red-timedataof patients and then we uploaded that to the sysem so asto trainit. Oncethe sysem
isgot trained thenin next datainput, the result will be formulated on the basisof how much thedatais matched with
the preloaded data. On the basis of amatch, thisis presumed that the person may have Heart attack , Liver
Disorder or Diabetes, and if the match islessthan acertain limit, thenin, casethetest istreated as negative and
thepersonisinformed about hisHealth Status.

At thisstage, NN design must bedecided. Thisistypicaly based on by testing frameworkswith adifferent
number of hidden layers and input layers. After then frame work is set up to betrained. Theillustrations are
subsequently passed into training, validation and testing sets. Training continuestill aslong asthe framework
continuing upgrading the validation sets Thetest setsgiven asabsolutely autonomous of measure of Semaccuracy.
A multilayer feed forward network iseleven input attributesand three outputs.

( Start )

-

Attributes Selection which
is used to predicda the
diseases

Collect Data

|

v

Create the Network

!

ANN training & Verification

Training ’

No

Finished

L Yes

‘ Result After Training ]

:

Diagnosis
Heart attack
Diabetes
Liver Disorder

Fig. 2. Flow chart of proposed work.
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The quantity of inputs depends on thefinal setsof componentsfor every patient .Now, the number of units
must bechosen accordingly for whichthetraining isquick or fast and syssemgivesthe best outputs. Theinitial step
istoinitidisetheweghtsof neura networks. At the point these desgned weightsare passed to thegenetic caculations
for Optimization. After the weights are upgraded, the feed forward back propagation agorithm hasbeen used for

training and learning process[20].
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Fig. 3. Network Sructure.

4. RESULTS

Theinput attributesused for the diagnosisof the disease containsthefollowing component :

Age, Sex, Smoking Habit, Alcohol consumption, HIV status ,cholesterol, Fasting Blood Sugar, Thalach,
Exang, SGOT and Alkphog[21].

Table 2. Attributesand description of input data

Attributes Description Value of Attributes
Age AgeinYears
Sex Sex (M/F) 1-Yes, 0-No
Smoke Smoking 1-Yes O-No
Alcohol Drinking 1-Yes0-No
HIV Status Pogtiveor Negative 1-Yes 0-No
Chol Cholesterol 125-570 mg/di
Fbs Fasting Blood sugar [94-200]
Thd Thalach(Max heart rate achived) [71-202]
Exag Exerciseinduced angine 1-Yes O-No
SGOT Serum Glutamic OxaoceticTransamine [18-324]
Alkphos Alkaline Phosphate [62-180]

Diabetes, Heart Disease and Liver Disorder dataset of UCI Machine Learning [ 22] among the 164 instances
of data, 114 instances are used for tanning and 25 were used for testing and 25 for the validation purpose. Here
dataareclassified into 3 Categories- heart attack, Liver disorder & diabetes.
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Table 3. Description of output data

Output Description

Class1 Heart Attack

Class2 Liver Disorder
Class 3 Diabetes

Performance calculation NN toolbox from MATLAB2012 is used for the proposed network performance.
Thisproposed work shows an accuracy of 70% for the dataset. During training of NN tool following windows are
opened for training. These windows display training step for thediseases diagnoss.

Network Type

nput data

Target data

Train\nq function
Adaption learmang function
Performance functhon

Number of layers

Properties for: Layer 1

Number of neurons

Transfer Function

1/ Help

LOGSIG

Feed-forward backprop

unnamed
o
TRAINLM
LEARNGDM
MSE

] View ¥ Restore Defaults

Create o Close

Fig. 4. NN Tool Input Values.

Weused TRAINLM isthemost reliable and fastest method inthe NN tool box. “Trainlm” isasystemtraining
function used to update the weight and bias value as according to feed forward back propagation optimisation. We
used the* Tainlm” becauseit thefastest back propagation algorithminthetool box. Thisisprofoundly recommended
asabest choicein supervised dgorithm. Thelearning stopsapredefined least error subsequent to changing system
weightsand adjusting themto an ideal amount at which arrangement is precise. Thisbest method for supervised
learning dthough it requiresless space fromtherest of theagorithm. M SE used for Network’s performance based

on mean squared errors
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Fig. 5. Neural Network Model with Different Layers.

Thisisan NN modd which consistsof 11 input attributesin theinput layer and two intermediatelayersare
used wherewetake 25 neuronsand it givesthree outputs.

Table4. M SE and R values.

Samples MSE R
Traning 114 3.31597e-1 8.65235e-1
Vdidation 25 1.93237e-1 3.05772e-1
Tedting 25 1.879%-1 2.18168e-1

Inthistablemean square error and regresson values of training of 114 samples, vaidation of 25 samples and
testing of 25 samplesaregiven.
M SE : Mean Squared Error referred asthe average(mean) squared difference amongst the output and target

values. Thus, lower values are considered much better (consderedmore valuable) to higher values. So, azero
value meansno error.
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Fig. 6. Neural network regression values.
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R : Regresson R Vauesdeterminethe correlation among output and target values. R value of 1 refersto a
closerelationship and O refersto arandom relationship.

Thisfigurerepresentstraining, validationsand testing graphsof regressonandysis. Inthis, Training showsan
accuracy of 67%, Validation shows an accuracy of 72%, Testing shows anaccuracy of 80% and overal result for
thisimplementation is 70%.
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Fig. 7. Neural Network Training state representation.

Finally, it isseenthat proposed network predict 70% accuracy. Thisprediction of diseasesusingNN isvery
effectivefor the specidist.

5.CONCLUSION

Thispaper presented asystemfor diagnossHeart, Liver and diabetesdisease usng ANN. ANN isapowerful
tool to help specidist to performdiagnosis. The Development of ANN techniqueisbased on multilayer perceptron
with feed forward neural system. An accuracy of 70% achieved by the proposed network. ANN has proved that
it hasability to processavery largeamount of information. From the simulated results of proposed work it has
been concluded that diagnosistime will bereduced and thissystemprovides great flexibility. ANN isadaptivethis
makesthe diagnosismorereliableand accurate.
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