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Abstract: This paper aims at developing a daytime pedestrian detection system for Advance Driver Assistance System 
(ADAS). The objective of ADAS is to enforce driving safety and convenience. Pedestrian detection is a part of ADAS 
application. Few reasons that make pedestrian detection a difficult problem are huge variations in appearance, huge 
deformation in shapes, camera motion, illumination variations and highly prone to false positives. In view of these an 
attempt is made to develop an automatic detection of pedestrians on the road by camera (monocular or stereo) using 
Histograms of Oriented Gradients (HOG) features and linear Support Vector Machine (SVM). It also implements image 
pre-processing modules namely histogram equalization which is performed frame by frame basis and consecutive 
frame subtraction with appropriate thresholding to decrease the effect of the egomotion of the camera. Thus using 
the pre-processing modules, it investigates methods to reduce the false positives of the pedestrian.
Keywords: Feature Extraction, Histogram Equalization, Histograms of Oriented Gradients, Pedestrian Detection, 
Support Vector Machine.

IntroDuctIon1. 
In the recent era computer vision system has become the research interest of many scholars. The reason behind 
that is these systems are capable of doing many peculiar and complicated tasks in the same way as humans are 
doing. But still they are not able to do some intellectual tasks which humans can do in a smart way. This include 
recognizing speech, objects, hand written characters and logical interpretation.

The current research concentrates on developing computer vision systems that perform human like thinking, 
remembering and reasoning capabilities. Out of these, object recognition is one of the skill that a human can 
do effortlessly and instantaneously. Pedestrian detection is a peculiar case of object detection where the target 
object is people. However, humans can identifya man or woman even if they have difference in their color, pose 
and background complexity. Many researchers working in computer vision are focused on bringing out object 
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recognition systems that can be able to recognize the specific identity of an object being observed. One of the 
primary tasks to reach that goal is the implementation of accurate object detection, which means localizing, in 
terms of locality and scale, a particular object in a static image and video. It has been an active area of research 
because of the positive potential impact of these derived applications, such as surveillance systems, automotive 
safety, multimedia content analysis, robotics, assistive technology and advanced interactive interfaces.

Even though many approaches have already been proposed, pedestrian detection is proved to be a challenging 
task due to the wide range of pedestrian appearances. Moreover, it is also a competitive domain since the high 
research activity in this area uninterruptedly pushes the upper boundary of accuracy and efficiency to new levels. 
Existing pedestrian detection systems use combinations of basic features and trainable classifiers (SVM, boosted 
classifiers or random forests).

The purpose of this paper is to develop and evaluate a state of the art pedestrian detection approach. In 
particular, the work will achieve two specific goals:

1. Building a pedestrian detector from the origin and evaluate its performance, both in terms of recognition 
accuracy and speed. A pedestrian detection can be understood as a combination of two building 
blocks, a feature extraction algorithm and a classification method that uses the features to make the 
object/non-object decision. Our approach uses a boosted cascade of Histograms of Oriented Gradients 
(HOG) as features and Support Vector Machines as classifiers.

2. Perform a sensitivity analysis in order to study how the training parameters influence the progress of 
learning process and the final performance of the pedestrian detector.

This paper is organized in the following manner: Chapter II gives a brief historical account of pedestrian 
detection, Chapter III explains the design strategy and proposed methodology, Chapter IV deals with the 
implementation of pedestrian detection in video and still images, Chapter V shows the results and output of each 
module and finally Chapter VI concludes the paper with future work.

PeDeStrIAn DetectIon – A BrIef HIStorIcAL Account2. 
Pedestrian detection has been an active field of research recently; numerous researchers have reported significant 
results in this area. However, pedestrian detection is still a challenging task due to the wide variety of appearances 
(body pose, occlusions, clothing, lighting, background) that pedestrians can take in images. The variability of 
employed techniques for pedestrian detection purposes is very diverse. In general, proposed training methods 
can be classified into holistic approaches, which try to identify the full-human body using a single detection 
region, and part-based approaches in which each part of the body is identified separately and a human is detected 
if some or all parts are presented in a reasonable spatial configuration. Additionally, according to the testing 
procedure, we can distinguish between sliding window approaches, which densely scan the image at different 
positions and scales, and key point approaches, which first extract local interest points from the image, and then 
evaluate only regions around these points. At the same time, several types of features, ranging from low level 
features to complex visual descriptors, have been used in combination with different types of classifiers. There 
is an extensive literature on pedestrian detection techniques and their performance; there exist specific detailed 
surveys that concentrate the state of the art in pedestrian detection [1]. One of the earliest detectors, proposed by 
Papa Georgiou and Poggio [2] was a sliding window approach that used multi-scale Haar wavelets and support 
vector machines (SVM). Viola and Jones [3] developed these ideas to build a detector that integrated Haar-like 
features in a cascade of AdaBoost classifiers. Moreover, they pioneered the use of integral images for fast feature 
computation. These contributions continue today to be the basis of modern detection techniques.

Adoption of features based on gradient information brought important performance gains. Histogram of 
Oriented Gradients is the most popular gradient-based feature; it was introduced in conjunction with SVMs by 
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Dalal and Triggs [4]. At cost of computation time, the algorithm offers high robustness and accuracy even in 
complex image environments. In [5] Zhu et. al., improved the algorithm speed by using integral histograms [6]. 
A similar gradient-based feature, Edge Orientation Histograms (EOH), in combination with SVMs was presented 
by Shashua et. al., [7]

Shape and texture are other visual common exploited features [8]. Gavrila and Philomin [9]-[10] tested 
different template matching techniques to detect people. Mori et. al., [11] modeled human body configurations 
represented by local Shape Context. Furthermore, specific shape features, such as shapelets [12] and edgelets 
[13] have also been developed and learnt using boosting algorithms.

Advanced features and new gains appear when introducing motion information. Some of the approaches 
that include motion features are introduced in [14], that builds a detector for static-camera using Haar wavelets 
and a cascade boosting scheme, or in [15] that creates new descriptor called Histograms of Flow, designed for 
situations with a moving background or camera. All in all, taking advantage of motion information improves 
detection performance and reliability for practical applications.

Although some of the previous low-level features showed considerable good results, they are often not 
enough to describe accurately all visual information. One step beyond is done by combining different simple 
features, each additional feature provides complementary information and the overall performance is reasonably 
improved. Wu and Nevatia [16] combined HOG, edgelets and covariance features. Mao et. al., [17] developed 
a system to improve contour detection based on edgelets, Haar-like features and Viola’s Adaboost cascade 
framework. Wang et. al., [18] combined a texture descriptor based on Local Binary Patterns (LBP) with HOG 
features. Wojek and Schiele [19] combined Haar-like features, shapelets, shape context and HOG features 
outperforming any individual features.

Part-based methods appear to overcome holistic representation methods limitations in spatial occlusion 
situations. Mohan et. al., [20] divide human body into four parts: head-shoulder, legs, left arm and right arm; and 
learns a part-based detector for each using SVM classifiers and Haar wavelet features. Mikolajczyk et. al., [21] 
have used seven parts (face/head for frontal view, face/head for profile view, head-shoulder for frontal and rear 
view, head-should for profile view and legs) based on local gradient features and follows the Viola and Jones 
learning approach. The three part-based detectors outperform their correspondent holistic method.

To sum up, while the used set of features and descriptors is quite diverse, the applied learning techniques 
tend to be discriminant classifiers such as AdaBoost or SVMs. According to different sources [19], HOG and 
dense Shape Context features perform better than other features independently of the employed classifier and a 
combination of multiple features tends to improve considerably the overall performance of individual detectors, 
and adopting a part-based solution seems to be the most reasonable option.

DeSIGn StrAteGy AnD ProPoSeD MetHoDoLoGy3. 
The design of our pedestrian detection system is shown in Figure 1. Our system works in two stages namely: 
The learning stage and the runtime stage. In the learning stage, first the input image is acquired from training 
dataset. Second, 756 HOG features are extracted from each input image. Third appropriate features are selected 
to train the binary classifier. Finally the binary classifier is learned and updated using the full training dataset 
images. In the runtime stage the system is tested with unseen images from test dataset. The system should be 
able to identify whether the image has pedestrian or not. This is done by scanning the whole image and applying 
the classification whether pedestrian or not over every region of the image.

Depending on the feature extraction method, we use an appropriate edge detection method to compute the 
image derivatives.
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figure 1: Pedestrian detection system

IMPLeMentAtIon of PeDeStrIAn DetectIon SySteM In VIDeo AnD 4. 
StILL IMAGeS

4.1. Pedestrian Dataset for training and testing
First step to develop pedestrian detection system is acquisition of image from a standard dataset. Developing our 
own dataset with large number of images and video will be a time consuming process and moreover the images 
and video may suffer from poor illumination, occlusion and orientation. The dataset should be good enough so 
that we can get all the information from the image and video. The dataset should contain sufficient number of 
positive and negative examples to train and test the developed system.

In order to develop a robust system which will be able to find pedestrians from the input image or video 
for all possible pedestrian variations, we need a large dataset. There are so many publicly available datasets for 
pedestrian detection.

In this work, we use the MIT Pedestrian Dataset and some images from INRIA person dataset, for both 
the learning and runtime stages. Figure 2 shows the examples of positive and negative samples of INRIA person 
dataset. Figure 3 and Figure 4 show the negative and positive samples of MIT pedestrian dataset respectively. These 
are the well-known and widely accepted dataset for pedestrian detection. It is the dataset actually produced for 
the HOGs, and it has been a reference for much pedestrian detection research, including this research work.

The dataset contains 1208 positive training samples and 566 positive testing samples. In view of increasing 
the number of positive training and testing samples, these images are mirrored left-right. As a result the number 
of positive training and testing samples are doubled. Thus a total of 2416 positive training samples and 1132 
positive testing samples are created. In our work we used normalized samples of size 96¥160 which contain a 
single person centered in a 64¥128 window. Figure 5 shows the generated positive samples.

On the other hand, the negative training set does not contain persons at all. It consists of images with flowers, 
beach, scenery etc., objects such as cars, bicycles, motorbikes, furniture and many more. The dataset contains 
1218 negative training samples and 453 negative testing samples. In order to increase the number of negative 
training and testing samples they can also be mirrored. Again these negative samples are also normalized to a 
64¥128 pixel window to generate negative samples. Figure 6 shows the generated negative samples. From the 
two dataset resources we prepare a dataset having 1000 positive templates and 1000 negative templates, and 
we have used 80% of the templates for training and 20% of the templates for testing. Figure 7 shows a sample 
of a sequence of test video frames.
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figure 2: examples of negative and positive images from the InrIA Person Dataset

figure 3: negative samples

figure 4: Positive samples of MIt pedestrian dataset
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figure 5: Generation of positive samples

figure 6: Generation of negative samples

figure 7: A sample of a sequence of test video frames
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4.2. feature extraction
The second step is to extract features from the normalized image of size 64 ¥ 128 pixel. Features are extracted 
from all the images and these are in turn used to train the binary classifier. We have extracted 756 HOG features 
from each image. This idea is borrowed from Dalal and Triggs [4], they used a type of visual gradient-based 
descriptor to detect humans from the images. The actual process is explained as follows, first divide the image 
into 16 ¥ 16 cell and the image will contain 4 blocks of 16 ¥ 16 cell as the size of the image is 64 ¥ 128. Then 
9-bins are used and we have to find q using the formula tan-1(dx/dy) where dx and dy are the boundary values 
along x-axis and y-axis respectively. The calculated q value is mapped to these 9-bins. This 16 ¥ 16 cell will 
slide over the full image to get (7 ¥ 3 ¥ 9 ¥ 4 = 756) 756 features.

4.3. Pedestrian Dataset training
For training the pedestrian training dataset we have used the package LIBSVM 3.20. Libsvm is available at 
http://www.csie.ntu.edu.tw/~cjlin/libsvm. In the LIBSVM 3.20 package we have used the module svm-train.c 
to train our dataset.

4.4. Pedestrian Dataset testing
For testing the pedestrian test dataset and compute the accuracywe use the module from LIBSVM package 
svm-predict.c

4.5. Preprocessing result
For classification of pedestrians fromnon-pedestrians we have used primal form of decision function. svm-train.c 
outputs a model file for the learned parameters in the form of a text document. The support vectors are recorded 
in that text file, so we extract the support vectors (sv), the coefficients and the bias to compute the decision value 
of a particular test image and according to the sign we classify it as a pedestrian from a non-pedestrian.

reSuLtS AnD outPut5. 

5.1. Preprocessing results
We provide a snapshot of the results of frame differencing between two consecutive video frames at time t and 
t+1 in Figure 8 and in Fig 9. We show the results of both normal frame differencing and the results of the frame 
differencing followed by thresholding with a fixed sized window in Figure 10, the output shows clearly that our 
method works better for segmenting out the pedestrian region of interest if the camera is in motion.

  
 figure 8: test image of a video frame at time t figure 9L test image of a video at time t + 1
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figure 10: output image after frame difference at t and t + 1 followed by thresholding

5.2. HoG features
In Figure 11, we provide a snapshot of the HOG features that are computed.

figure 11: HoG values of a pedestrian template
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5.3. n fold cross Validation result
Figure 12 shows that our cross validation gives an accuracy of 93.966%.

figure 12: cross Validation result

5.4. Pedestrian Detection in still images
In Figure 13, we show the pedestrian inside a bounding box and detect non pedestrian also.
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figure 13: the pedestrian classified from a non-pedestrian

concLuSIon AnD future work6. 
This proposal helped us to first, get deeper knowledge in pedestrian detection using MIT and INRIA datasets. 
Then, we built a pedestrian detection system using HOG features and linear SVM. Finally we evaluated the 
behavior of our system and proved accuracy of 93% with 756 HOG features.

Here we have used C and we have used openCV 2.1 for only reading and writing the images. Our future 
work would involve developing the parallel C implementation of the modules pipelines with the GPU.

Other possibilities to extend our work can be usage of large datasets with more number of positive and 
negative examples. Then in terms of feature extraction we can use texture features, color features and shape 
features. Finally when we come to classification, we can try classifiers such decision trees, map reduce, deep 
learning architectures etc., and their performance can be evaluated.
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