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ABSTRACT

Customer Churn is the term refers to the customers who are in threat to leave the company. Growing number of such
customers are becoming critical for the telecommunication sector and the telecom sector are also in a situation to
retain them to avoid the revenue loss. Prediction of such behaviour is very essential for the telecom sector and
Classifiers proved to be the effective one for the same. A well balanced dataset is a vital resource for the classifiers
to yield the best prediction. All existing classifiers tend to perform poor on imbalanced dataset. An imbalanced
dataset is the one, where the classification attribute is not evenly distributed. The cause of poor performance on
such dataset is that, the classifiers look for overall accuracy not by taking into account of the relative distribution of
each class. Like the other real time applications, the telecommunication churn application also has the class imbalance
problem. So it is extremely vital to go for fine balanced dataset for classification.

In this paper, an empirical method EC_for TELECAM (Enhanced Classifier for TEL Ecommunication Churn
Analysis M odel) using EM OTE (Enhanced Minority Oversampling T Echnique) has been proposed to improve
the performance of the classifier for customer churn analysis in telecom dataset. The key idea of the proposed
model is that, fine-tuning the misclassified instances into correctly classified instances using their nearest neighbour.
To evaluate the performance of the proposed method, Different UCI repository datasets are used with different
ratios of imbalance. The experimental result shows that, the proposed method effectively improves the performance
of the classifier, through which it extracts the best decision rule for the prediction. In order to perform the Churn
analysis, the primary data with 235 samples was collected through structured questionnaire. To extract the decision
rule for the churn predicting system, the proposed method was executed on the collected data. In order to prove
that, the extracted rules are statistically significant, Discriminant Factor Analysis using SPSS is also carried out.
The evaluation results show that, the extracted rules to predict the customer churn are most significant with the
related attributes. As an overall, the experimental results show that, the proposed method outperformed and extremely
improve the accuracy of the classifier by which it able to achieve the best prediction over the Customer Churn.

Keywords: Customer Churn, Classification, Imbalanced Dataset, Nearest Neighbour, Oversampling.

1. INTRODUCTION

1.1. Telecom and Churn

The telecom services are accepted world—over as an important source of socio-economic growth for a
nation. Particularly the Indian telecom has attained a phenomenal growth during the last few years and is
expected to take a positive growth in the future also. This rapid growth is possible due to the different
positive and proactive decisions of the government and the contribution of both by private sector and the
public. Due to the increasing competition, telecom sectors are facing the issue of customer churn. Customer
Churn is the term refers to the customers who are in threat to leave the company. Churn is a very critical
issue in telecom, because of its association with loss of revenue and the high cost of attracting the new
customer.
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1.2. Classfier and Imbalanced Dataset

Classification is widely recognized as a significant Data Mining technique for mining the data and predict
about the future. By building the pertinent classifier, it is able to predict well about which class the new
instance is [9].

In general Classifiers presume that, the dataset instances are uniformly distributed among different
classes. The Classifier is able to perform best on the dataset whose distribution among the class is even, but
poor on the imbalanced dataset. On the contrary the real world datasets are imbalanced among the distribution
of the class attribute. The issue of class imbalance arise when many more instances in one class (Majority
Class) and very less in other class (Minority Class) in the training dataset. It is very severe in the context of
“Big Data” processing. The first reason is due to fact that the required valuable information is usually
represented by a minority class.

The performance of the classifier built based on such imbalanced dataset was extremely good on majority
class but very poor on minority class [5]. Conversely, in many of the real cases, the most essential one for
the prediction are minority class instances. For example, In Churn dataset 2416 are the total number of
instances, in which false class (Not Churned) instances are 2344(97%) and true class (Target Class) instances
are 72 (3%). In such scenario, the classifier is able to perform best on classifying the false class (Accuracy
is 99.6%), but not well on target class true (Accuracy is 30.3%). Whereas, if the classifier is able to achieve
the best prediction on true class (Minority class), it will be most valuable for the telecom industry to
identify the customer who will churn and may take suitable action to retain them.

1.3. K-Nearest Neighbour

The classifier is able to build the classification model for the training instances and the same can be used to
predict the class labels of unknown samples. In the classification model there are two types of learners are
there. They are eager learner and lazy learner. Eager learner develops model from training dataset before
receiving the testing dataset. Whereas the lazy learner waits for test set to develop the model. K- Nearest
neighbour (KNN) is one of the lazy learners for the purpose of classification. In KNN, prediction of a class
label is based on its nearest neighbours. The Figure-1 shown below explains the same. In Figure 1 the data
point shown in the middle of the circle along with their 1-, 2-, 3- neighbours are depicted. In Figure 1(a),
the data point is assigned with negative class label because nearest neighbour is negative. In Figure 1(b)
there is a tie among the nearest neighbour, so the random class label is assigned to data point. In Figure
1(c), out of three nearest neighbour two is positive and one is negative, so in such a case the class label of
the data point is assigned with the majority one[7].

Figure 1: Target classwith their 1, 2 and 3 Nearest Neighbours

1.4. Wekaand IKVM

Weka [20] is a set of Machine learning algorithms for the purpose of data mining task. It also has the
visualization tool for the analysis of data together with GUI to perform effortless access on these utilities.
Weka performs various functions like data pre-processing, association, regression, classification and
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clustering. It was developed on java and the functions presented in weka can be called directly or by means
of java code.

IKVM [21] is a tool implemented to run java code on .NET Language. Jeroen Frijters, the Technical
Director of Sumatra Software, based in The Netherlands is the main contributor to IKVM.NET. It permits
to call all the classes of java using .NET Code. It has following components.

i) A JVM implemented in .NET

ii)) A .NET implementation of class libraries of java.

iii) A compiler that converts JAR File(java code) to DLL(.NET IL)
iv) A tool that facilitate interoperability between java and .NET.

By using IKVM, the conversion from Weka jar file to Weka DLL can be done in a single compilation.
There after all Classes of Weka are executed through .NET applications.

2. PERFROMANCE MEASURE

Confusion Matrix is the one, through which performance of the machine learning algorithms for binary
class problem is measured [10].

Predicted | Predicted
Positive | Negative
Actual
Positive {8 FN
Actual
Negative i -

Figure 2: Confusion Matrix

In the confusion matrix, TP (True Positive) is the number of positive examples correctly classified as
True, TN (True Negative) is the number of negative examples correctly classified as Negative, FN (False
Negative) is the number of positive examples incorrectly classified as negative and FP (False Positive) is
the number of negative examples incorrectly classified as positive.

Generally accuracy is the basic performance measure of the machine learning algorithms and is defined
as

TP+TN .
TP+FP+TN+FN )
The accuracy is sensible in the perspective of balanced datasets. Whereas in the occurrence of imbalanced
datasets, it is best to use the other performance measures like Sensitivity (True Positive Rate), Specificity

(False Positive Rate), F Measure, G Mean, ROC Curve and other similar measures [ 12]. These measures
are defined as

Accuracy =

True positive rate (Sensitivity or Recall):

TP

= Tpren

2)
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True Negative rate (Specificity):

__IN
~ TIN+FP

F-Measure (A harmonic mean of precision and recall):

SP 3)

Fl—2X Precisionx Recall A
B Precision + Recall “)

G-Mean (A Geometric mean of precision and recall):

G-mean = \/Precision X Recall 5)

The Receiver Operating Characteristic (ROC) curves are the graphical approach for Summarizing and
displaying the performance trade off between true positive and false positive error rates of the classifiers
[13]. In the ROC Curve the Y-axis represents the Sensitivity (True Positive Rate) and X — axis represents
the Specificity (False Positive Rate). The point (0, 1) in the ROC Curve would be the ideal point, (i.e.) it
represents that all positive instances are correctly classified as positive and no negative classes are in-
correctly classified as positive. In an ROC Curve, the following are the various important points, (0, 0) -
States all as a negative class, (1, 1) -States all as a positive class, (0, 1) -Ideal.

1 T T T T T v v T ———

L L L L L ' : L '
0 01 02 03 04 05 0s 07 08 09 1
False Positive

Figure3: A ROC Curve of a Classifier

The AUC stands for Area Under the Curve is an conventional method to calculate the area under the
ROC curve [13]. Accuracy of the classifier is defined by means of the area under the ROC curve. The value
of the AUC lies between 0 and 1.0, because it is a segment of the unit square. An area of 1 represents a
perfect classifier; an area of .5 represents a less perfect classifier.

3. RELATED WORK

As the churn is a critical issue in telecom, recent researchers shown more interest on churn analysis in
telecom and proposed several methods to predict the same. The proposed methods try to predict churn on
telecom dataset not by considering whether dataset is well balanced or not. The classifiers may lead to
perform poor on the imbalanced dataset.
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Figure 4: Area under the ROC Curve

To obtain the best prediction system, the imbalance problem needs to be resolved.

lonut BRANDUSOIU, Gavril TODEREAN are proposed a churn prediction model using support
vector machine learning algorithm with four kernel functions namely RBF, LIN, PO and SIG [6]. The
churn dataset with 21 attributes of 3333 instances are considered for analysis. Evaluation of result has been
done in technical and practical point of view. From the analysis it is proved that, the prediction model that
employ with polynomial kernel function performs best. But in practical point of view, the other three
models like LIN, POL and RBF performs best in the prediction of churn.

Yi-Fan Wang a, Ding-An Chiang b, Mei-HuaHsu ¢, Cheng-JungLinb,l-Long Lin d designed a
recommender system for wireless network companies to know and to shirk customer churn in telecom
industry[8]. Data mining decision tree algorithm used to analyze the dataset taken above the period of three
months. The dataset is partitioned into two, the first nine weeks of data is considered as training dataset and
rest is considered as testing dataset. Through the proposed work, it has been concluded that, obtained
results of the decision tree algorithms are applicable and highly valuable. In addition to this, it is also able
to arrive at a new marketing and promotion strategies to control the churn.

Kiran Dahiya, Surbhi Bhatia has introduced a new framework consists of five modules namely Data
Acquisition, Data Preparation, Data Pre-processing Data Extraction and Decision to predict the customer
churn [14]. Three datasets small (50 instances with 10 attributes), medium (200 instances with 50 attributes)
and large (608 instances with 100 attributes) are considered for analysis. Decision tree and Logistic Regression
are the mining techniques used to build the customer churn prediction model. From the analysis it is proved
that, the performance of the decision tree is far better than the logistic regression. In addition to this, it is
also concluded that, fine methods has to be defined and existing methods has to be fine tuned to identity
and prevent churn.

P.S. Rajeswari and P. Ravilochanan are initiated a study to observe about the level of customer
satisfaction and to analyze the factors that influences the customer churn in prepaid part of Indian
telecommunication industry [3]. The primary data about 1102 of Tamil Nadu state of India are collected
through questionnaires. The statistical tools like exploratory factor analysis and multiple regressions are
considered for data analysis. From the analysis it is concluded that operational factors like, services based
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on technology, Network coverage, Internet Speed, complaint resolution system are the forceful elements
for the customer churn.

Nitesh V. Chawla has proposed the technique called SMOTE (Synthetic Minority Oversampling
Technique) [10]. In the proposed work oversampling was used for minority class and under sampling was
used for majority class for balancing the data set. For oversampling, the samples of minority class are
populated by creating artificial synthetic examples instead of replicating the real data. Based on required
amount of oversampling, five nearest neighbours using k-nn algorithm are taken randomly. From which
two are chosen and the new instance was created in the direction of each. To analyze the performance,
various datasets and the classifiers like C4.5, Naive Bayes and Ripper are used. The obtained results prove
that the proposed method performed well than the other re-sampling techniques.

Maisarah Zorkeflee is presented a new under sampling method to handle imbalance [1]. It is a
combination of Fuzzy Distance based Under Sampling (FDUS) and SMOTE. The process divides data set
into two classes namely majority (Ai) and minority (Bi) class. Using FDUS method Re-sampling data set is
repeated to produce the balanced dataset. During the process, SMOTE is used to balance the dataset, if Ai
becomes lesser than Bi. F-measure and G-mean are the measures used to analyze the performance of
FDUS+SMOTE using the dataset PIMA, HABERMAN and Bupa. The result of the analysis show that
proposed method performed best on balancing the dataset than the other techniques.

Piyasak Jeatrakul is introduced a model to improve the accuracy of the minority class by combining
both the SMOTE and the Complementary Neural Network (CMTNN)[4]. In the proposed method for
under sampling, CMTNN is applied and for Oversampling, SMOTE is applied. By combining these two
methods four techniques are developed to deal with imbalance problem. German, Pima, Spect and
Haberman’s are the dataset considered for evaluation. To evaluate the performance of the proposed balanced
dataset, classifiers ANN, SVM and K-NN are executed on the same. The comparison result of the measures
like G-Mean and AUC, suggests that proposed method performs well.

Bao-Gang Hu is presented a work, in which investigation of the cost behaviour related to the
classification measures on the imbalanced datasets was done [2]. For study twelve measures are considered,
like F-measure, G-mean, precision, recall, Balance Error Rate (BER), Matthews Correlation Coefficient
etc.,. Anew observation is presented for the above measures by exposing their cost functions in association
with the class imbalance ratio. Based on the cost functions, it is able identify, the reason why some measures
are suitable to deal with the class imbalance problem. In addition to this, it is also concluded that, G-mean
and F-Measure are the suitable measures to prove the performance of the classifiers in the background of
imbalance class, because they confirm the suitable cost behaviours in terms of “a cost misclassification
froma small classis greater than from a large class”.

4. MATERIALSAND METHODS

In the imbalanced data set classifiers do not give high level of priority in classifying minority class instances.
While constructing the tree also, the minority class instances are treated in the lower branches of the tree
and such a treatment may lead to the increase of misclassification rate in the minority class instances.
Ultimately the Sensitivity becomes very poor and the overall performance too. So classifiers need to give
more importance for the minority class instances also. To do so the misclassified instances are replicated
along with their nearest neighbour. With the above brief description, the proposed work is designed in two
phases. Which are as follows:

Phase|: Defining the model to Enhance the Performance of the Classifier and Analyzing the same with
various datasets.

Phasell: Extracting the Decision Rule for churn prediction from the proposed model using the Primary
data collected through questionnaire.
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4.1. Materials

4.1.1. Data Description

Different datasets namely German, Yeast, Adult, Pima Indian, Phoneme, Thoracic Surgery, churn from the
UCI Machine Leaning repository and Oil Spill data given by Robert Holte [15], are used in the study of
Phase I. The datasets mentioned have different ratio of imbalance between the true and false class.

As part of the work is pertained with descriptive research, the primary data were collected and used in
the study of Phase II.

4.1.2. Data Collection

Survey method was adopted using the structured questionnaire for the collection of primary data. The
attributes of the questionnaire are defined with 5 point scale. In India, Tamil Nadu was the second largest in
mobile subscription, so the same was selected as a sampling framework for this study. Totally 235 samples
are collected and considered for processing.

4.1.3. Reliability

Reliability is the scale to which, an assessment tool generates stable and consistent results [3]. The reliability
of the questionnaire was tested using the SPSS 18 Package. From the result of the test, it is found that, the
Cronbach’s alpha is 0.879, which in turn indicates that a high level of internal consistency for the scale with
the collected samples.

4.1.4. Pilot Study

Before confirming the questionnaire, the field test with 50 respondents who are working in telecom industry
is done to fine tune the questionnaire.

4.1.5. Data Pre-processing

Data was Pre-processed by checking the missing values, outliers, skewness and kurtosis. In addition to
this, all the attribute values are converted as continuous values by changing Stongly Agree as 5, Agree as 4,
Neutral as 3, Disagree as 2 and Strongly Disagree as 1.

4.2. M ethods
4.2.1. Phasel

In Phase I, the Enhanced Classification model has been proposed with the main motivation to improve the
performance of the classifier. The core idea behind the proposed model (EC_for TELECAM) is that,
fine-tuning the misclassified instances into correctly classified instances using their nearest neighbour. The
flow starts first by improving the sensitivity (True positive rate) by calling the procedure EMOTE through
which, decision rule for true class is extracted. Then By calling EMOTE the specificity (False positive part)
of the dataset is also improved, by which decision rule for false class is extracted. Then to improve the
overall performance of the classifier, the new classification rule is framed using the extracted decision rules
of true and false classes.



610 S. Babu and N. R. Ananthanarayanan

ALGORITHM 1: EC_for  TELECAM (Ads)

// Enhanced Classifier for TELEcommunication Churn Analysis Model
Input: Actual dataset - (Ads)
Output: Dt - > Decision Tree

Dr -> Decision Rule

Step 1: Start.
Step 2: Get the Actual Dataset Ads.

// 'To improve the Sensitivity of the Dataset
Step 3: T_Dr = Call EMOTE (Ads, 5, “True”)

// Decision rule for True class
Step 5: TR = Extract the Decision rule for “True” class from T_Dr.

// To improve the Specificity of the Dataset
Step 6: F_Dr = Call EMOTE (Ads, 5, “False”)
// Decision rule for False class
Step 7: FR = Extract the Decision rule for “False” Class form F_Dr.
Step 8: Construct the Predicting rule from TR & FR
Step 9: Classify the Actual dataset (Ads) with rule from Step 8.
Step 10: Stop.

4.2.2. Phasell

The flow of the procedure EM OTE begins by obtaining the imbalanced data set (Ai) as input data set. In
addition to this, the procedure also takes two additional parameters, namely Number of Nearest Neighbour
(k) for KNN processing and Class label (C) to define about, for which class (True for Sensitivity or False for
Specificity) the dataset has to be balanced to improve the performance of the classifier. By setting the class
attribute, the classifier is built on the imbalanced data set.

As a primary step, various performance measures like Overall Accuracy, Sensitivity (True positive
rate) and Specificity (False positive rate) are computed from the results of the classifier. If the accuracy of
the required class label (C) is not optimal then, the actual dataset (Ai) is partitioned into two different
datasets namely Dataset (CCi) with Correctly Classified Instances and Dataset (Mi) with Misclassified
mstances.

As the secondary step, the instance from the misclassified instances (Mi) whose class label identical to
C (True or False, given through parameter) is considered for tuning. To fine tune the selected misclassified
instance into Correctly Classified Instance, the nearest neighbours of the misclassified instance from the
Correctly Classified Instances are retrieved. Then the selected misclassified instance and its equivalent
(based on class label) Nearest Neighbours which as identical class label are populated on the Actual Dataset
(Ai). The above step is repeated for each Misclassified instances whose class label belongs to C.

As a final step with the enhanced data set the classifier is rebuilt and the above said primary and
secondary steps are repeated till the optimal accuracy attained on the class label denoted by c.

4. RESULTSAND DISCUSSION

4.1. Phase-|

To evaluate the performance of the proposed work, the C# application has been developed. WEKA is used
for data mining process. To utilize the classes of WEKA in the C# code, the source file WEKA jar is
transformed to WEKA.dIl using IKVM. The application developed in C# for the proposed method utilizes
the classifier C4.5 (J48 in WEKA) to build the classification model. Different datasets are used to evaluate
the proposed model EC_for_TELECAM The description of all the datasets are shown in Table 1.
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ALGORITHM 2: EMOTE(Aj, k, ¢)
/I Enhanced Minority Oversampling TEchnique
Input: Actual dataset - (Ai), No of Nearest Neighbour - k, Class Value - €.
Output: Dt - > Decision Tree
Dr -> Decision Rule
Step 1: Start
Step 2: Set the class attribute for dataset Ai
Step 3: Set the classifier and build the classifier

Step 4: do
Step 5: Classify the dataset Ai and Calculate
1) TP — True Positive Rate
ii) FN — False Negative Rate
iii) FP - False Positive Rate
iv) TN — True Negative Rate
Step 6: Compute Accuracy = (TP + TN) / (TP + FN + FP + TN)
Step 7: Compute Sensitivity = TP/ (TP + FN)
Step 8: Compute Specificity = TN/ (TN + FP)
Step 9: Partition the Actual Dataset Ai into Misclassified instances as Mi and Correctly Classified instances CCi
Step 10: for i =0 to count (Mi)-1
Step 11: if Mi (i) = ¢ then // ¢ — Class Value
Step 12: populate (Mi (i) -> Ai)
Step 13: find the nearest neighbour Nn of the (Mi (i), k) from CCi //k — no of neighbour
Step 14: for j =0 to count (Nn)-1
Step 15: if Nn(j) = cthen // ¢ — Class Value
Step 16: populate (Nn(j) -> Ai)
Step 17: end if
Step 18: Next j
Step 19: end if
Step 20: Next i
Step 21: rebuild the classifier

Step 22: repeat Steps 4 to 21 until optimum level of accuracy.
Step 23: return (Dr)  // Returns Decision Rule
Step 24: Stop.

To test the performance of the classifier, ten cross fold method is adopted to split the dataset into
training dataset (90%) and testing dataset (10%). The model has been built on the training dataset and the
same was tested on the testing dataset.

Tablel
Description of Datasets used in Experiments
Dataset No. of Attributes No. of Instances True Class % False Class %
German Credit 20 1000 30 70
Churn Telecom 21 2416 3 97
Yeast 8 1485 29 71
Adult 15 27561 28 90
Oil Spil 51 937 4 96
Thoracic Surgery 17 471 15 85
Phoneme 6 5404 29 71

To evaluate the performance of the proposed method different types of test has been carried out. They are,
1. Performance evaluation of the proposed model using C4.5 on various datasets.

2. Performance evaluation of the proposed model using various classifiers on Thoracic Surgery dataset.
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3. AUC analysis of the proposed model using various classifiers on Thoracic Surgery dataset.
4. Performance Comparison of proposed model with FDUS+SMOTE and CMTNN+SMOTE

5. Statistical evaluation of the proposed model.

4.1.1. Evaluation of Proposed Model using C4.5

To evaluate the proposed method, the classifier C4.5 was executed on the imbalanced actual dataset using
WEKA. From the results of the classifier various performance measures are calculated. To balance the
actual dataset, the proposed model was executed on the actual dataset. After balancing, the classifier is
executed yet again on the balanced dataset. The calculated values of both executions on various datasets
are recorded and presented in Table 2

The obtained experimental result shown in Table 2 reveals that, the performance of the classifier C4.5
on the imbalanced dataset is not fine on the prediction of True (Sensitivity) class and fine on the prediction
of False (Specificity) class. Whereas on the proposed balanced dataset, the performance of the classifier on
both the classes are best. Particularly on Thoracic Surgery dataset, the proposed model extremely improves
the performance of the classifier on part of Sensitivity. The pictorial representation of comparison of all the
measures, on actual and proposed was shown in Figure (5). In figure the Y-axis represents the accuracy of
the classifier and the X-axis represents different datasets.

Table?2

Per for mance Comparison of proposed method on various Datasets using the classifier C4.5

. Sensitivity Specificity | Overall Accuracy e — AlC

e Actual [Proposed J Actual ’Proposedl Actual [Proposed | Actual |Proposed] Actual |Proposed | Actual |Proposed
IGerman Credit 1 4467 | 97.67 185141 9943 0 73 | 989 | 6167 | 9854 1 2081 | 9816 V06716 | 0.9763
Churn Telecom 1 303 | 9697 10062 | 9007 1 o772 | 9983 1 5404 | 0843 F 4211 | 9697 103461 | 0.9988
Yeast 4744 | 9581 §8607 | 97.91 § 7488 | 9731 § 639 | 96.86 § 5224 | 9537 08571 | 0.9763
Adult 63.56 | 99.23 19332 | 99.73 | 86.15 | 99.61 § 77.01 | 9948 § 6885 | 992 08872 | 09773
Ol Spii 3171 | 9502 § 9743 | 95.78 | 9436 | 99.57 | 55.58 | 5742 y 3307 | 95.iZ joside | 0.9995
Thoracic Surgery] 141 | 9155 | 99 | 100 | 8429 | 98.73 | 1181 | 95.68 | 263 | 9359 |0.4878 | 0.9931
[Phoneme 79 | 99.24 | 9036 | 99.53 | 87.03 | 99.44 | 8449 | 99.39 | 75.14 | 99.06 ]0.8992 | 0.9858
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Figure 5: Performance Comparison of proposed method on various Datasets using the classifier C4.5
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4.1.2. Evaluation of Proposed M odel using Various Classifiers

In contrast to the comparison mentioned above, various classifiers like NB Tree, Random Forest, Simple
Cart, KNN and MLP (Multi Layer Perceptron) are executed on the Actual Thoracic Surgery dataset. The
results of the experiments are recorded and found that not fair. To improve the performance of the classifier,
the proposed model was executed on the actual dataset to balance the same. After balancing, the classifiers
stated above are again executed on the balanced dataset. The results of the executions are presented in the
Table 3.

Per for mance Comparison of proposed method orTE\a/?;reigus classifiersusing the dataset Thoracic Surgery
Dataset Sensitivity Specificity | Overall Accuracy] ~ G-Mean F-Measure AUC

Actual |Proposed | Actual |Proposed | Actual |Proposed | Actual | Proposed | Actual |Proposed | Actual |Proposed

NB Tree 423 | 90.29 | 9%25 | 99.75 | 8238 | 9653 |20.17| 949 | 674 | 9466 |0.5773| 0.9682
Random Forest | 986 | 100 | 975 | 100 | 811 | 100 | 304 | 100 | 1359 | 100 J06536| 1

Simple Cart | 282 | 9903 925 | 9875 | 7898 | 90.84 y 1614 | 50.89 | 388 | 9631 104937 0.986

KNN 563 | 97,09 | 45 | 965 | 8.1 | 967 07| 9679 | 825 | 9.4 | 0561 | 0.9423

MLP 169 | 98.06 | 8.5 | 9925 | 7856 | 9884 | 3889) 9665 | 192 | 983 fo301| 0.9M

The results of the experiments confirm that, all the classifiers are able to prove their efficiency only on
the majority classes but fail to prove in minority classes on actual dataset. The results also reveal that, the
proposed model is an efficient one to solve such an issue. In specific the performance of simple cart is very
poor when compare to other classifiers on minority class. Still simple cart proves that, the proposed model
balances the data set in a best manner to enhance the performance of the classifier.

4.1.3. AUC analysis of the Proposed Model
To further highlight the performance of the proposed model, AUC analysis is also done.

AN

N,
;N

AUC Value = 0.5773

Actual

Figure 6: ROC Comparison of Proposed Method with NBTREE as base classifier on Thoracic Surgery Dataset
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AUC Value =1

AUC Value = 0.6536

Figure 7: ROC Comparison of Proposed Method with Random Forest as classifier on Thoracic Surgery Dataset

The ROC curves depicted in Figure 6 to 10 are defined using various classifiers like NB Tree, Random
Forest, Simple Cart, KNN and MLP (Multi Layer Perceptron) as base classifier. Initially Curves created by
executing classifiers on the actual dataset and next on the dataset which is balanced by the proposed model.
In ROC curve the steeper the curve (towards the upper left corner) states that, the better the classification.
The steep of the ROC curves on the proposed dataset is better than the actual dataset. From the ROC
curves, the AUC values also calculated. It also proves that, the proposed model significantly improves the
performance of the classifier.

AUC Value = 0.4937

Figure 8: ROC Comparison of Proposed Method with Simple Cart as classifier on Thoracic Surgery Dataset

ot (e e ROC = 0,561 (res s ROC <0874
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Figure 9: ROC Comparison of Proposed M ethod with KNN as base classifier on Thoracic Surgery Dataset
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AUC Value = 0.974

AUC Value = 0.5901

[ P |
ACTLal

Proposed

Figure 10: ROC Comparison of Proposed M ethod with MLP as base classifier on Thoracic Surgery Dataset

4.1.4. Comparative Evaluation of the Proposed Model

FDUS+SMOTE [1], which is an integration of Fuzzy distances based under sampling and SMOTE. The
efficiency of FDUS+SMOTE is proved by calculating F-measure (relation between precision and recall)
and G-Mean (classifier accuracy on both classes) on BUPA, HABERMAN and PIMA Indian datasets and
the same is compared with other methods like, SMOTE+ENN [16] and SMOTE+TOMEK [17].

Steep of Curve

To evaluate proposed model with FDUS+SMOTE, the classifier is executed on the same dataset and the
measures like G-Mean and F-Measure are calculated and the same is presented in the Table 4 with results
of'actual and FDUS+SMOTE from [1]. The comparison results proves that, the proposed model performs
better than FDUS+SMOTE. In addition to this, through G-Mean it reveals that the classifier accuracy on
both the classes is high than FDUS+SMOTE. The F-Measure proves that the proportion of correctly classified
instances of both the classes are with greater percentage of F-Measure than FDUS+SMOTE.

Table4
G Mean and F Measure Comparison of proposed method with other methods

) Pima Indian Data Bupa Data Hab.erman’s
Techniques Survival Data
GM FM GM FM GM FM

Original Data 69.14 61.1 81.75 79.83 62.32 50

Proposed 97.13 96.3 93.95 | 96.66 96.4 96
FDUS+SMOTE 65.44 81.59 80.7 76.69 85.11 85.71

CMTNN+SMOTE [4] is a combined techniques of both Complementary Neural Network (CMTNN)
and SMOTE to handle imbalance problem. The performance of CMTNN+SMOTE is proved using the
classifier k-NN (k=5) on Pima Indians, Haberman’s Survival, German credit and SPECT heart data sets. G-
Mean and AUC are the measures calculated and the same is compared with results of other methods like
ENN, SMOTE and TOMEK LINKS. To compare the proposed model with CMTNN-+SMOTE, the classifier
k-NN (k=5) is executed on same dataset and the measures G-mean and AUC are calculated from the output
of classifier. The results of proposed model are presented in Table 5 with results of actual and
CMTNN+SMOTE from [4]. The results show that the proposed method performed better than
CMTNN+SMOTE.
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. . German Credit Haberman’s SPECT Heart
. Pima Indian Data R
Techniques Data Survival Data data
GM AUC GM AUC GM AUC GM AUC

Original Data 65.27 [ 0.7665 | 593 0.7483 | 40.11 | 0.5741 68 0.8121

Ly
Lh

Proposed 94.05 | 0.9253
CMTNN+SMOTE | 7395 | 0.8104 | 7

2
5

0.9763 | 88.45 | 0.8658 93 0.8349
0.7785 593 0.6302 75 0.8264

[ ]
%)
n
n
(98]

Table5: G Mean and AUC Comparison of proposed method with other methods

4.1.5. Statistical Evaluation of the Proposed Model

Various evaluations are carried out to prove the efficiency of the proposed model. In all, the proposed
model obtained an outstanding improvement over the classifier accuracy. Here the question is, whether this
difference is statistically significant or not. To deal with the performance comparison of classifiers, many
methods has been described. But the most recommended method is Wilcoxon Signed Rank test for the
performance comparison of classifiers [18]. It is a non parametric hypothesis test to compare two related
samples and useful to evaluate about the population mean rank of the samples differs or not. The following
two tests are done using Wilcoxon Signed Rank test, to check whether the performance difference of the
classifier on proposed model is significant or not.

Test: 1
Ho: There is no significant difference in the performance of'the classifier on various, actual and proposed datasets.
I nput
Reference — Table 2
Output
Table6
Results obtained from Wilcoxon Signed Rank test for Table -2
Proposed Proposed  Proposed Overall ~ Proposed Proposed Proposed
Sengitivity  Specificity Accuracy G mean F Measure AUC
Actual Actual Actual Overall Actual Actual Actual

Sengitivity  Specificity Accuracy G mean F Measure AUC
z -2.388 -2.388 -2.388 -2.388 -2.388 -2.388
Asymp. Sig. (2-tailed) 0.018 0.018 0.018 0.018 0.018 0.018
Test: 2

Ho: There is no significant difference in the performance of various classifiers on actual and proposed
datasets (Thoracic Surgery).

I nput
Reference — Table 3
Output
Table7
Results obtained from Wilcoxon Signed Rank test for Table -2

NB_Tree Random Forest Smple Cart KNN Proposed

Proposed Proposed Proposed MLP Proposed

NB_Tree Random Forest Smple Cart KNN Actual MLP Actual

Actual Actual Actual

Z -2.201 -2.201 -2.201 -2.201 -2.201

Asymp.Sig. (2-tailed) 0.028 0.028 0.028 0.028 0.028
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The test statistic results are z=-2.366 and p=0.018 for the first case and z =-2.201 and p=0.028 for the
second case. From the results the null hypothesis Ho is rejected as the p value is less than significance value
0.05. Hence it is proved that, in both the cases the differences in the performance of the classifiers are
statistically significant at the 0.05 significance level.

4.2. Phasell

To perform churn analysis, the primary dataset collected through questionnaire (235 Instance: 89 True class
instances and 146 False class instances) are considered. Approximately, the dataset has the imbalance
ration about 1:2. In order to extract the prediction rule and to perform the churn analysis, the proposed
method EC_for_TELECAM was executed on the dataset. The proposed method improves both sensitivity
and specificity by balancing the dataset. The method primarily improves true positive rate (Sensitivity) of
the dataset and extracts rule for true class. As a secondary step false positive rate (Specificity) of data set
was improved and the rule for false class is extracted. The prediction rule for the churn predicting system
was framed using the rules extracted from primary and secondary step.

The decision rules are framed by constructing the decision tree until the suitable classification is reached.
The two mathematical concept involved in constructing the tree are entropy and information gain. Where
entropy is overall level of uncertainty and information gain is decrease in entropy.

Entropy E(S) = -Zi Pi log2Pi (6)

Gain (S, X) = Entropy(S) — Entropy(S, X) (7

The steps to calculate the Entropy and Information Gain for a continuous attributes are described below.
For example to calculate gain for attribute Billing, as a first step Sorting of an attribute values in ascending

order is done and as a next step Duplicate values are removed. Then the calculation of gain, using the
formula mentioned above is presented in the Table 8.

Table 8
Gain calculation of continuous attribute using C4.5 asbase classifier

Attribute Val ues (Unique) 5 4 3 2 1
Interval <= > <= > <= > <= > <= >
TRUE 188 0 73 115 20 168 8 180 1 187
FALSE 146 0 76 70 12 134 7 139 0 146
Entropy 0.989 0 1 0.957 0954 0991 0.997 0.988 0 0.989
Entropy(S,T) 0.989 0.976 0.987 0.988 0.986
Gain 0.000 0.013 0.001 0.000 0.002

The above process is repeated for all the attributes of the dataset. By comparing all, it is identified that
the gain value of billing attribute is higher than the others. So the same is selected as root node for the
decision tree. In order to find the next decision node of the tree, the same step is repeated with dataset
having instances which has billing attribute as <= 4 (The interval where high gain attained.). This recursive
action will lead to the final decision tree. To generate the decision rule and to make the clear view of the
decision tree, a path of the each leaf nodes is converted in to IF-THEN rule. The Figure 11 shows the
decision rule for the TRUE class, which is the required one in order to expose the prediction system for
churned customer

The generated decision tree and rule shows that, Billing, Offers, Accessibility, Mobile Number Portability
(MNP) and Tariff Plan are the most significant factors which influence the customer churn in
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telecommunication. In addition to this, it also suggests that, these five factors out of fifteen needs to be
focused more by the service providers in order to reduce the churn rate.

To evaluate the defined predicting system, the following test was done. They are
1. Cross Validation of Defined Predicting system with actual dataset.

2. Statistical evaluation of Defined Predicting System.

4.2.1. Cross Validation of Defined Predicting System

To check the consistency of the defined predicting system, the cross validation has been carried out with
the actual dataset. The results of the predicting system have obtained predictive accuracy of 97.55% which
is high about 18.35% than actual and the error rate is 2.45%. In addition, it also has the true positive rate
(Sensitivity) as 94.92% and false positive rate (Specificity) as 98.93%. The same was shown in Figure 12,
which is the output produced by the developed C# console application of the proposed method.

4.2.2. Satistical evaluation of Defined Predicting System

The statistical test is the effective one to prove significance of the model over the data. In this view, the
statistical test is focused to analyze, whether the prediction rules of the predicting system has significance
over the Predicting class variable or not. Discriminant Function analysis is useful to deal with such an
analysis. It is a statistical test to predict the dependent variable through the independent variable. It is also
useful in finding whether a set of variable is effective in the prediction of the dependent variable or not
[19].

The discriminant function looks like the following:
fk,=utuXk +u Xk +. . +uXk 8)
Here:

fk - The value on the function for case m in the group k
Xk - The value on discriminating variable Xi for case m in group k
u. -Coefficients which produce the desired characteristics of the function.

IF BRLLING 4 AND OFFERS - FAND ACCESSIBILITY <= 4 AND MNP > 1 AND TARIFF PLAN ! THEN
Classif TRUE
Ehee IF BILLING <= 4 AND OFFERS « AND ACCESSIBILITY <= 4 ANDNETWORK COVERAGE <= 4 THEN
Classifica TRUE
Ehe IF BILLING § AND OFFERS > } AND SOCIAL MEDIA APPLICATIONS <= A THEN
Classificat TRUE
Ehe IF BILLING <= 4 AND OFFERS > 3 AND SOCIAL MEDIA APPLICATIONS >3 AND APPLICATIONS <= 4 AND MNP > 4 THEN
Classificats TRU|
Ehe IF BILLING « S AND OFFERS > AND SOCIAL MEDIA APPFLICATIONS >3 AND APPFLICATIONS » 4 THEN
Classificat TRUE
Ehe IF BILLING <= 4 AND OFFERS > 3 AND SOCIAL MEDIA APPLICATIONS AND APPFLICATIONS > 4 AND TECHNOLOGY <= 4 AND HANDSET ENABLED SERVICES 4 THEN
Classificat TRU
Ehe IF BILLING <= 4 AND OFFERS > Y AND SOCIAL MEDIA APPLICATIONS >5 AND APPLICATIONS > 4 AND TECHNOLOGY >4 AND BRAND > 4 THEN
IF QUALITY OF SERVICES » 4 THEN
Classificat TRU
END ¥

Ehe IF BILLING > 4 AND APPLICATIONS <= 4 AND VAS SERVICES « VTHEN
Classificatino TRUY

Ehe IF BILLING > 4 AND APPLICATIONS > 1 THEN
Classificat TRUT

Ehe TF BILLING = 4 AND APPLECATIONS = 4 AND MNP 4 AND TARIFF M

AN VTHEN

Classificat TRUE

Ehe IF BILLING > 4 AND APPLICATIONS > 4 AND MNP > 4 AND TECHNOLOGY <= 4 AND VAS SERVICES <= 4 THEN
Classificar TRUE

Ehe IF BILLING > 4 AND APPLICATIONS 5 4 AND MNP > 4 AND TECHNOLOMGY « d AND VAS SERVICES > 4 AND TARIFF PLAN <= 4 THEN
Classificm TRU}

Ehe IF BILLING > 4 AND APPLIECATIONS > 4 AND MNP > 4 AND TECHNOLOGY >4 AND CUSTOMER CARE SERVCES 4 THEN
Classific TRUI

Ehe TF BILLING > 4 AND APPLIECATIONS > 4 AND MNP > 4 AND TECHNOLOGY >4 AND CUSTOMER CARE SERVCES 4 THEN
Clasifica TRUE

(R
Classificar FALSE

END N

Figure 11: Decision Rules of the Predicting System Obtained from the proposed method
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file:///D:/c#p/ConsoleApplicationd/ConsoleApplicationd/bin/Debug/ConsoleApplicationd.EXE LL’_'\;D X

Total No of Instances in the dataset: 572
ACTUAL OUTPUT

: 79.1958

Improvement over S tivity 44.678085
Improvement ove 5 tivity 88.91168
mprovement o i 24 303

ﬂccur(\y of crrectly classified instances : 97.55244
laccuracy of false positive : 98.93333
ositive : 94.92386

Figure 12 : Output of the C# console application of the proposed method

There are three important variables in the Discriminant Factor Analysis for analyzing the significance
of the rule. They are

1.

Eigen Value is a value, which is a ratio between explained and unexplained variation in the rule.

The rule is good fit to the predictor if the Eigen value is greater than one.

Canonical correlation is measure between the dependent variable and rule. A high value represents

the high level of association between the dependent variable and rule.

Wilks’s Lambda is useful to test the significance between dependent variable and rule. A smaller

value represents the rule is highly significant with dependent variable.

In order to analyze the significance of the prediction rules, the Null Hypothesis is tested using
Discriminant Function analysis.

Ho: The variables involved in the prediction rule have no significance over the dependent variable.

To perform the test, the instances are filtered based on prediction rule and the variables that involved in
this rule are tested against the filtered instances. The process is repeated on the randomly selected rules and
the results of the test are presented in Table 9.

The values of the Table 9 shows that, the Eigen Values of all the rules except the last two are > 1, the

canonical correlation r

>0.35

and Wilks Lamda values are all less values (<0.7). The above values indicate

that, the rules are good fit to the predictor. In addition to this, p-value<0.005, hence the NULL hypothesis
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Results abtained from the Discriminant ng?(lfinalysisof Decision Rule (Ref : Figure 11)
Eigenvalues Wilks' Lambda
Foion | 2 | ves || Cooton | | s | sque | O | 0
1 1.810 | 100.0 100.0 803 356 | 12914 3 005
1 1.008 | 100.0 100.0 709 498 | 27.1% 6 .000
1 3.000 | 100.0 100.0 866 250 4.852 1 028
1 1.585 | 100.0 100.0 783 387 | 25645 6 .000
1 600 | 100.0 100.0 612 625 | 12455 3 .006
1 591 | 100.0 100.0 609 629 | 18.804 3 .000

Ho is rejected. This proves that, the variables involved in the prediction rule are statistically significant to
the dependent variable. As a summary, it is proved that the proposed method is able define best predicting
system for customer churn in telecommunication.

CONCLUSION

The issues with imbalanced data set are inherent when used in the process of classification. It impacts the
overall performance of the classifier. Many earlier studies focused on various approaches to improve the
performance of the classifiers not by considering the imbalance issues. Hence the classifiers are not able to
shine on the prediction of minority class instances. Like the other real time applications the telecom churn
prediction application also has the imbalance class distribution problem. In such a case, predictions of the
customers who need to be identified are very tough.

In this study, an enhanced model EC_for TELECAM (Enhanced Classifier for TEL Ecommunication
Churn Analysis M odel) is proposed to handle the issue of imbalance in the dataset. To evaluate the proposed
method, classifier c4.5 was used on different UCI repository datasets. Various measures like G_mean,
F measure and AUC are calculated and compared with the methods which are widely accepted. The results
of the experiments show that, the proposed method well balances the dataset by which it also improves the
performance of the classifier. Hence it is concluded that, the role of nearest neighbours of the misclassified
instances are more vital in tuning misclassified instances in to correctly classified instances. It is also
concluded that, the proposed method is more precious in such a dataset where uniform distribution over the
class attributes are not present. In order to define the prediction model for customer churn, the primary data
which is collected through questionnaire was used on the proposed method. To test the statistical significance
of the rules involved in the prediction model, Discriminant Factor Analysis using SPSS is carried out. The
results of the test show that the rules of the prediction model are most significant with the related attributes.
As a summary the results of the experiments show that the proposed method EC for TELECAM
outperformed and defines the best predicting system for customer churn. Through the predicting system it
has been concluded that, Billing, Offers, Accessibility, Mobile Number Portability (MNP) and Tariff Plan
are the most significant factors which influence the customer churn in telecommunication. Through this
work, it is also suggests that, these five factors are more valuable factors which needs to be focused more
by the service providers in order to reduce the customer churn rate over the telecom industry.
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