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ABSTRACT

A good load forecasting model can accurately and quickly calculate the predicted value, which is conducive to
reasonabl e planning and distribution of electric energy and improving the stability of power grid operation. In this
paper, we built the gray Elman neural networks electro-load forecast model based on MATLAB, wereferred to the
energy planning in the 13th Five-Year Plan of Huainan City in Anhui Province[ 1], we simulated the middle-long-term
electric load forecasting model of Huainan City and set the ElIman neural network and the GM (1,1) model in grey theory
which both based on MATLAB as control group for comparative simulation experiments. We put forward that We put
forward that the grey Elman network has higher precision than the control group, and the grey Elman network has

better training effect than Elman network[2].

Keywords: The electric Load Forecasting; The Grey Theory; The Elman Neural Network; The Grey Elman Neural

Network

1. INTRODUCTION

Today, Chineseeconomy isdeveloping rapidly and the
sodd demand for eectricity isgrowing rapidly. Many cities
put the energy construction planning in an important
position, which showstheimportance of dectricity to all
waksof life. Inthe energy congtruction plan, being able
to accuratdy predict thepower load inthe areaisthefirst
gtep inplanning the construction of various power plants
or adjugting the power generationratio of generator sets,
anditisacrucid step. Many regionsare planning to build
power plantsto fill thegap inregiond power supply, and
it will take morethan 30 monthsto build athermal power
plant with acapacity of 2000MW. It can be seenthét the
congruction period of the power plant isrelatively long.
And it is necessary to make accurate power load
forecasting inthe power supply areato ensurethat the
power plant can meet thelong-termpower supply demand
after itiscompleted. L oad forecasting playsan extremdy
important role in the power system dispatch and isan
important moduleof theenergy management sysem. Load
forecagting refersto determining theload dataat aspecific

timeinthefuturebased on many exigting conditionsof the
system and meeting certain accuracy requirements. The
accuracy of load forecasting isrelated to the reasonable
arangement of thegtart and sop of generatorsinthe power
grid. Accurateload forecasting can maintain the stability
of grid operation, while effectively reducing power
generation costs and improving economic and socia
benefits. However, theexigting load forecasting algorithms
aremoregenerd, and it isdifficult to fit thetrue value of
theforecast inaspecific areaevenfar away. Therefore,
thereisagrest need for aload forecagting algorithmwith
ahigher degreeof fit and suitablefor locd characterigtics.
Thispaper takesthe* 13th Five-Year Plan” energy planin
Huainan City, Anhui Province asan example, establishes
agray Elman power gridload forecasting model based
on MATLAB, and proposesto establish atarget power
load forecasting mode for Huainan City.

2. BRIEF INTRODUCTION OF LOAD
FORECASTINGAND METHODS

Load forecasting is an important part of the energy
management sysem (EMS) and asignificant content of
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economic dispatchof power grid system. The accurate
load forecasting can reduce the unnecessary hot standby
motor, arrange the maintenance plan of electrical
equipment reasonably. While ensuring the stable
operation of the power grid system, it can ensurethe
normal production and life of people, and bring higher
economic benefitsand socid effectsto the society!3.

2.1 Trend extrapolation

Trend extrgpolation method, dso knownastrend extension
method, wasfirst proposed by R.lane. It isaprediction
method that summarizesthelaw of changewithtimeand
extrapolaesthepredicted vduein thefutureaccording to
the historicd dataknown by observation. Thismethodis
often used when the development trend of observation
object iscontinuous, progressveand functiond. However,
if the development law of the observed objectsisabrupt or
jump, it isnot suitable for thiskind of method. Generadlly,
linear model and exponential mode arewiddy used.

The exponential curve method isavery important
trend extrapolation method. When the known
development law of the observation object presentsthe
exponentia curvelaw or approximate exponential curve
law, the pagt, present and future development law of the
observation object inthe prediction period follow the
exponentia law, and thefuture development law of the
observation object isinferred fromthe outside.

Thereasonwhy the exponentia curvemethodisa
very important trend extrapolation method isthat inred
life, the development law of many thingsissmilar to the
exponential curvelaw. We divide thelong-term power
load growth into three stages: beginning, development
and maturity. Inthe development stage, it will show a
trend of rapid growth with the economic and social
development, whichisan obvious exponentia growth
law of thefirg curve, so thefirg-order exponentid curve
method isoftenused in load forecasting.

Theexponentia curvemethod includesthefollowing
seps

1) Identify thetarget of the prediction.

2) Collect dataand summarizetherules.
3) Fit theexponentid curve.

4) Trend extrapolation.

5) Summarize and organize forecast data.

Because the exponential curve method is very
suitable for load forecasting, and many classical load

forecasting methodshave theideaof trend extrapolation.
For example, time seriesmethod isoften combined with
trend extrapolation method for load forecasting and the
typica exponentia curvelaw inGM (1,1) of grey theory.

2.2 Thesignificanceof load forecasting

1) Providereferencefor thereasonable electricity
price: At present, the development level of
science and technology isnot enoughto storea
large amount of electric energy, so theelectric
energy isstill generated and used immediately,
resulting incertain fluctuationsinthe price of
electricity. Accurate load forecasting can
accurately predict the supply and demand of
electric energy, and providereferencefor rdevant
practitioners. It can not only meet the needs of
power enterprises owninterests, but also make
consumers satisfied with the price, so as to
achieve awin-winsituation of mutual benefit!.

2) Coordinate synchronousgeneration and load:
Becausethedectric energy itself isnot easy to
store, and theload changesfromtimeto time.
Practitioners can specify corresponding
generation plan according to the change of
electric energy to improvethefitting degreewith
load. It can not only improvetheeconomic effect
of power generation, but also can consume
power in time to improve the stability of the
system?®.

3) Guideconsumersto usedectricity rationdly: Due
to the change of load time, the cost of power
generationisdifferent in peak period and low
period. Especially in the peak of power
consumption, the working load of power
generation, transmission and distribution
equipment isat the peak and the power flow is
blocked, which not only increases the cost of
power generation, but also increases the
pressure of each link inthe power grid system.
According to the combination of load
forecasting, practitioners can adjust pricing
reasonably and in real time to guide consumers
to useelectricity reasonably. Thus“peak load
shifting” linksthepower grid pressure. “ Gradient
electricity price’” mode can guide consumersto
use electricity reasonably!®.
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4) Improve the economic efficiency of power
network enterprise transport business: The
trangport businessin power grid enterprisesis
animportant business, which requiresaccurate
load forecasting model to provide technical
support. The higher theload forecagting accuracy
is, the higher the economic benefits will be
brought to the power enterprises, and the better
the coordination among the three parties of
power generation, transmission and distribution
can be achieved”.

5) Reasonable distribution of outgoing lines:
According to theload forecasting results, the
power plant can adjust the different flow
reasonably and in real time. Improve the
generation plan of power intensivelines.

2.3 Methodsof load forecasting

The typical medium and long term load forecasting
methods are divided into extrapolation method and
correlation analyssmethod. Theextrapolation method
is based on historical load data, and the researchers
analyzethelaw of itsvariation and extrapolate the law
of futureload development. Boththe éastic coefficient
method and the grey system aretypical extrapolation
methods. Thelaw of correlation analysiswill consider
the influence of social correlation factorson load and
establish the relationship model between load and
influencefactorsto predict the future development law
of load. Regressonandyssisatypicd corrdationanadyss
method. Withthegradud meturity of artificid intelligence
technology, technologies such asneural networksand
support vector machinesare also used by researchersin
load forecagting.

Common load forecasting methods are asfollows:

1) Trend extrapolationmethod: It iswidely usedin
medium and long term load, fitting the
corresponding function curve according tothe
existing historical data, and predicting thefuture
load through the development law of the function
curve. The advantage of thismethod isthat it
needslessdataand lesscaculation. However,
whentheload changeiscomplex and thereare
many inflectionpoints, thefitting effect isgenerd.
In bibliography [8], the trend extrapolation
method, linear regresson method and envelope

2)

3

4)

model are usedto fit the historical |load data of
Lianjiang county and extrapolateto forecast the
futureload. Theextrapolation resultsand rules
of different predictionmodelsare different, and
the optimal moded issdlected by comparison®.

Grey system prediction method: In gray theory,
known events are white and unknown events
are black. Gray, which is between white and
black, indicates that the information is
somewhere in between. The power load isa
typical grey system, and the future load
development law can be predicted by the curve
fitting of cumulative sequence. The grey theory
requires few historical samples, and the
technology is mature and widely used. In
bibliography [9], the accuracy of mediumand
long-term load forecasting is improved by
improving the grey system prediction method.
Theload datafrom 2015t0 2017 are accurately
predicted by analyzing the power load data of
Xinjiang over theyears, withthereative error
lessthan 5%,

Regression andysis Statistical analysis of the
observed data of the selected dependent
variables and independent variables and the
relationship between themis carried out, and
the mathematical model is deduced to predict
the future load development law. Regression
analysis method can reflect the influence of
economic, population change, environment and
other factorsonload, but it needsto andyzea
large number of dataand establish corresponding
mathematical model. Linear regresson model
and nonlinear regression model belong to
regression andysis method, and the accuracy of
different modelsisdifferent.

Artificid neurd network method: By establishing
someneuronsto learn and processinformetion, it
canapproach any functionintheory. Three-layer
feedforward neura network iswidely used in
short-termload forecasting, and Elman neural
network isoften used inlong-termload forecagting
incombination withother dgorithms. Theneurd
network hasthecharacterigtics of self-adaptive
training and can gpproximateany function, which
makesthe prediction effect better, and can solve
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the uncertainty of load change. But thetraining
timeisoftenlong and the operationmay fal into
local minimum. In bibliography [10], the
gpplication of ant colony recurrent artificia neurd
network can effectively improve the accuracy of
short-termload forecasting. It has good ability
and adaptability for working daysand rest days,
and improvesthe problemof loca minimum?.,
5) Combination prediction method: Due to the
complexity and randomness of load changes, a
sgnglealgorithmisnot easy to fit the actual load
changes, andit isdifficult to accurately predict the
load. Therefore, by studying theadvantagesand
disadvantages of different algorithms, severa
dgorithmsare combined ressongdly to complemeant
each other to improve the accuracy of load
forecasting. Theremust beerrorsintheresultsof
load forecasting. We should not only pay attention
to theforecagting results, but aso andyzethecauses
and therangeof error fluctuation. Theprediction
model isimproved step by step, and the error is
corrected until it meetsthetarget requirementstd.

3. ANALYSIS OF ORIGINAL DATA IN
HUAINANCITY

By consulting the geographical location, climate
characteristicsand city yearbook informetion of Huainan
City, it can be known that Huainan City islocated inthe
YangtzeRiver Ddta withfla terrain, rich netura resources
and developed waterway traffic. In 2017, Huainan's
regiond productionvauewas 110 billionyuan, making it
oneof themgor indugtrid citiesinAnhui Province.

Table 1 Average annual temperature of Huainan City in recent years
Annual average

Year temperature
(unit/degree Celsius)
2007 17.4
2008 l6.8
2009 16.9
2010 16.8
2011 l6.4
2012 16.6
2013 17.3
2014 16.8
2015 16.7
2016 17.1

AsshowninTablel, theaverage annua temperature
in Huainan City isstable, and stable climatic conditions
can prevent sudden changesin climate from affecting
the accuracy of power load results.

Table 2 Satistics of electricity consumption in the whole society
in Huainan City over the years

Total electricity

Year consumption in society
(100 million kWh)
2006 42.20
2007 47.10
2008 51.10
2009 56.11
2010 59.79
2011 65.69
2012 72.88
2013 77.75
2014 75.09
2015 73.78
2016 83.11
2017 84.73

AsshowninTable 2, Huainan City hasalarge power
load base and asteady growth overall, whichisinline
withthe characteristicsof anindustrial city.

4. LOADF ORCASTING METHODS

4.1 Load forecasting steps

1) Improvethemathemétical theory of mediumand
long-termload forecasting for Huainan City.

2) Build agrey Elman network load forecasting
smulation model based on mathematical theory,
and performerror verification 2,

3) Settherdated EImanartificia network adgorithm
and thetraditiona gray sysemGM (1,1) mode
asthereferencegroup, and conduct comparative
smulation experiments.

4) Analyze the obtained experimental data, and
modify the gray Elman network load forecasting
modd until it meetsthe accuracy requirements.
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4.2 Load forecasting theory

4.2.1 Medium and long term load forecasting

Load forecasting modelsare generdly divided into short-
termload forecagting, medium-termload forecagting, and
long-termload forecasting. Short-termload forecasting
isgenerdly based on daysasthesatigtical unit, medium-
termload forecasting isgenerally based on months, and
long-termload forecasting is based on years. Among
them, thegenerd forecast timelimit of medium-termload
forecasting isseverad monthsinthefuture, whilelong-
termforecasting is often severa yearsor evenlonger.

Dueto therapid development of technology and the
optimization of related algorithms, ultra-short-termload
forecasting and medium- and long-termload forecasting
have been derived, and ultra-short-termload forecasting
isgenerally based on hours. Thetimelimit of mid- and
long-termload forecasting is between mid-term load
forecasting and long-termload forecasting.

Among variousload forecasting models, it isobvious
that ultra-short-termload forecasting and short-termload
forecasting arenot applicableto thisarticle. This paper
needsto predict the power load of Huainan City inthe
next 1-2 years by processing theorigina electricity data
of Huainan City in the past few years.

At the sametime, consdering the characteristics of
gray theory and neural network involved inthisarticle,
thetraditiona gray theory model canhandle small sample
data better and conforms to the regional power
development law due to its index characteristics.
Combining it with neura network can optimize theinput
theunderlying lawsof the origina datainthe matrix and
can reduce theamount of origina data.

Findlly, after comparing mid-termload forecagting, mid-
long-termload forecasting and long-termload forecasting
modds, thisarticlewill select themid- and long-termload
forecasting modd asthe smulation modd of thecase. On
thisbad's, gppropriate methodssuch astime seriesmethod
and virtual forecasting method will beintroduced to test
and improvetheaccuracy of thealgorithm.

4.2.2 Time seriesmethod

Sincethegenera yearbook information statistics power
load information is discrete and each year isthe data
vaue of atime node, thispaper will usethetime series
method to predict the power load*.
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Figure 1 Schematic diagram of time seriesmethod

AsshowninFigure 1, thetime seriesmethod takes
timet astheaxis, and thispaper usesoneyear asatime
nodet for load forecagting. Theinterva ¢ € [2006.2017]
istheknown historicd areapower load data, whichis
cadled thehigtoricd fitting period. Theinterva ¢ = [t1.t2]
isthe predicted power load forecast y, whichiscalled
thefutureforecast period. Dueto the delay inthe datistics
and publication of regional yearbook data, thereisa
blank periodintheinterval ¢ = [2017,t1].

4.2.3 Virtual prediction

Theintroduction of virtua forecasing method based on
time seriesmethod cantest the accuracy of power load
forecasting algorithm. Thisarticlewill focuson using the
virtua prediction method to calculate the error between
thevirtua prediction value and theredl value of thethree
agorithmsto determine the accuracy of the algorithm.
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Figure2 Schematic diagram of virtual prediction method

AsshowninFigure 2, avirtual prediction period C
isintroduced intheinterval , and the hitory fitting period
isdivided into history fitting and virtual fitting. Thedata
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predictionintervd t of the knowninterva iscaled the
virtud predictionvalue, and it iscompared with theactud
valueof theinterval to obtainthetarget error.

4.3 Artificial neural network method

Artificial neura network method is often used in power
load forecasting, which hasthe characterigticsof nonlinesr
mapping, highfault tolerance, autonomouslearning, and
the algorithm is easy to implement. Theoretically, the
artificia neural network can approximate any regular
nonlinear continuousfunctionin three steps*.

4.3.1 Artificial neural network theory

Artificid neurd agorithms can be comparedto biologicd
neurons. Eachinput isakind of gimulus, and each neuron
islike an excitation function. Theresponseof thenerve
isthe output, and thereisaweight relationship between
them. Different connection methodsand different weight
relationshipswill lead to different output results, which
may also result in different results for each training.
Mathematical model of artificial neural network™;

T=F (WP +b)

Formula (1)
Where T isthe operation output matrix, j7 isthe
weight vector, p isthe operationinput matrix, bisthe

threshold, and F() isthetransfer function of the entire
operation.

é

O

Figure 3 Schematic diagram of the mathematical structure of
artificial neural network
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4.3.2 Elman network
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Figure4 Schematic diagram of EIman network structure

The Elman network isanimproved algorithm based
onthe BP network. The structural featureof the Elman
network isto add alayer C after the hiddenlayer. The
gructureof the Elman network becomesfour layers: input
layer P, hidden layer S, recelving layer C, and output
layer T [, The role of the Elman network receiving
layer Cisto record thedataoutput by the hidden layer
S at the previous moment to form a delayed delay
operator. Thisenablesthe Elman network to perform
internal feedback learning before outputting. The
characterigtics of memory aso make the Elman network
more sendtiveto historica datathanthe BP network.
The use of recursion makes the Elman network more
powerful than the BP network, which can reducethe
frequency of training and time of training

4.4GM (1,1)ingraytheory

If the certaindatainformetion isdefined asawhite evert,
and theunknown datainformation is defined asablack
event. A systemthat includesbothwhiteand black events
iscaled agray syssem. Grey theory isaclassic algorithm
often usedin power load forecasting. Itsadvantage is
theandyssof amdl sampledata. Thegrey theory mode
isgeneraly expressed asGM(n,n). Thisarticle will use
the GM (1,1) model ingrey theory ™7,

If the GM (1,1) model is used for regional load
forecasting, only aset of original power information
sequence (@) needsto be constructed, and is:

(@ = [x(O) 0 _.(0)

x5, 250, -+, x{”] Formula (2)

After accumulating x ) to get the new sequence x (21,
then is:

o @ (D

x@® = [xl Xy, Xs --,xr(ll)] Formula (3)

X;ED — vk

K x@ (k =1,23--n) Formula (4)

Sincethe new sequence x* conformsto the linear
differentid equation™®:
dx(l)

—+ ax =y Formula (5)
Themean expression of x*:
x,El) = [ g x;(j_)l] Formula (6)
dz—(:) =x@O(k + 1) Formula (7)
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Converted to matrix form:
| (1) D] 1
_xgo)_ 2 + .'JCZ : 1
(0) - E (1) _I_ x(l) 1
2L = a
xgo) - —% 1 4 xf}l) 1 (u)
© ’
(1) (1)
- z[n 1ty ] 1_
Formula (8)
Smplified to:
¥ = BA Formula (9)
1 (1)
_xgo)_ 5 [ + xz ] 1
11..(1) (1)
Y 5[+ 2] 1
Yn = x;@) B = %[x(l) i x(l)] 1A=
)
X - %[x,(ll_l +x 1)] i

(i} In this paper, the least square method isused to
solvethe parametersu and ato get

A= (BTB)"'BTy, = (g) Formula (10)

Bring @ and i i J=u to get:

A1) . @ &  _gx , E =
£+ 1) =[x -4 +a (k= 0,123,)

Formula(11)
Finally, the above formulaisreduced and reduced
toget:

U — B = (- e} 2P - 2) Mk = 1,23,

#12, = 3

Formula(12)

The final power load forecast result is obtained
through the calculate from Formula2 to Formula 12.
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Figure 6 Schematic diagram of gray Elman network structure

The Elman neurd network® isintroducedinto the
GM (1,1) model in gray theory, and the original
information of regiona power and dataof somerelated
factorsareinput into the network. After the GM (1.1)
model in gray theory outputsthe data, after training and
correcting with Elman network, the power load forecast
resultsare output, and the GM (1,1) mode ingray theory
and Elman neural network are connected in seriesto
formagray Elman network.

5. SIMULATION
5.1 Thecodeof Gray Elman network in MATLAB

5.1.1 Input data

y=[42.20;47.10;51.10;56.11,59.79;
65.69;72.88;77.75;75.09;73.87];
Matrix yisthe historical power load dataof Huainan
City from 2006 to 2015 shownin Table 2.

5.1.2 Accumulation and reduction of partial data
in gray theory

1) Dataaccumulation
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n=length(y);
yy=ones(n,1);
yy(2) =y(1);
fori=2:n
yy()=yy(i-1) +y(i)
end

2) Datareduction
yys(1) =y(2);

for j=n+t_test: -1:2
ys()=yys(i)-yys(i-1);
end

5.1.3 Least square method calculation parameters
a (development coefficient), u (ash effect)
A=inv (BT*B) *BT*YN;
a=A (1);

U=A (2);
Using theabove code can smplify theimplementation
of least squares statement.

5.1.4 Network data processing

Thedataisfed into the network through reduction, and
then the premnmx() function and postmnmx() function
are used to normalize the data respectively. This can
enhance the underlying laws of the data and reverse
normdization

1) Normgdlization processing

[ pn,minp,maxp,tn,mint,maxt]=premnmx(PT);

2) Reversenormalization processing

TestReault= posmnmx(PN,mint,maxt);

5.1.5 Network construction

Use the newelm() function and other related codesto
build anetwork with Elman network characteristics, set
thefirst layer transfer function tansig, the second layer
set the linear function purelin, and the improved
momentum gradient descent training model rainingdm
[21]

Set thenetwork learning rateto 0.1, the additional
momentumfactor of 0.9, the maximumnetwork training
valueto 500, and thetarget error to 5%, and initialize
the network.

net=newelm(minmax(pn),[10,1],{ tansig’,’
purdin'},’ traingdn?);
net.tranParam.Ir =0.1;
net.trainParam.mc =0.9;

net.trainParam.epochs=500;

net.tranParam.god=0.05;

net=init(net);

After thenetwork istrained, the corrected valueis
output, and then compared with thered datato cdculae
the error. Repeat 50 timesto simulate more accurate
values.

5.2 Analysisof ssimulation results

This paper takesthe“13th Five-Year Plan” energy plan
in Huainan City, Anhui Province asanexample, and uses
MATLAB tools to design a power load forecasting
experiment with areference team, and predictsthe data
for 2016 and 2017 through virtual forecasting methods.
Dueto therandomnessof thesmulationresults of Elman
network and gray Elman network, 50 simulation
experimentswill becarried out, and variousdatawill be
summarized a theend. The caculaionresult of theGM
(1,2) model isonly once.

Table 3 Comparison table of virtual prediction results

Unit:/100 million kWh
Gra
Elman Y
GM Elman
network True
year (L,1) network
(mean value
model (mean
value)
value)
2016 85.43 82.31 83.05 83.11
2017  90.59 84.09 84.99 84.75

Throughthe numerical caculation showninTable 3,
the annud difference of the power load forecast of the
three algorithmsis compared inthefollowing table:

Table 4 Comparison table of virtual prediction error

GM Gray
Elman
year (1,1) Elman
network
model network
2016 2.79% 2.02% 1.56%
2017 6.89% 2.32% 1.94%
Average 4.48% 2.17% 1.75%
error
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Theannual difference betweenthevirtua predicted
vadueand thered value by cdculating thethreeagorithms
isshowninTable4.

100

90 /‘
80 /
Fay
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LOAD /100 million kwh

60 &

50 *

40
2005 2006 2007 2008 2008 2010 2011 2012 2013 2014 2015 2016 2017
YEARS

Figure7 GM (1,1) modd prediction fitting

Thetrianglein Figure 7 representsthe higtorical power
datavaues of Huainan City from 2006 to 2015, and the
adeisksinthelinergpresant thevariouspower dataprooessed
by theGM (1,1) modd. It canbe seenfromthefigure that
GM (1,2) The predicted vaue of the modd has obvious
exponentid law. Thelargeerrorscausedin2012, 2013, and
2015 areduetotheuseof mid andlongtermload forecagting.
Compared with short-termforecagting, thesmulation has
not yet introduced environmentd and soad influencefactors
to ensurethepopularity of forecasting methods

AsshowninTable4, theerror of thepredicted vaue
of theGM (1,1) modd increasesyear by year. Itisbelieved
that thisisdueto the exponentia characteristicof theoutput
value of the GM (1,1) model. The prediction error of
Elman network and gray Elman network with neura
network characteristicsissmaller thanthat of GM (1,1)
mode, and theprediction error of gray Elmannetwork is
smdler thanthat of Elman network.

Network Training Times

Elman Network ® Grey-Elman Network

Figure 8 Comparison of two kindsof network smulation training
result data
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Figure 8 shows the average training times of 50
smulations of Elman network and gray Elman network.
Theaveragetrainingtimesof the gray Elman network is
sgnificantly lower thanthat of the EIman network, that
is, the EIman network needs an average of 50 training
timesto obtainthe prediction result, and the gray Elman
network isonly used 31 times. Thispaper believesthat
thisisbecausethe origind dataof thegray Elmen network
isprocessed by the GM (1,1) model to obtain aset of
network input matricesthat are closer tothetruevalue,
which can shorten the number of network training.

Error Statistics
F WM‘“W\{\’\WH \*\ /./\ / wes ‘gﬁ\
25 : :

1.5
1
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Figure9 Two network simulation training error linegraphs

Analyze the Elman network and the gray Elman
network 50 smulation results, and then use the annual
difference of theresults asthe point data and connect
the pointswith alineto obtain aline chart asshownin
Figure 9. Thegray Elman network hasasmaller annua
error thanthe Elman network infifty smulations.

Inthe 25to 35 Imulations, thefluctuation of theline
graph of the Elman network training resultsincreased,
that is, the network training resultsdiffered greatly and
the output value was unstable, while the gray Elman
network improved sgnificantly. Moreover, thefluctuation
of the error line of the overall gray Elman network is
obviously smaller than that of the Elman network, and
the broken lineissmoother. Thisshowsthat the output
vaueof eachtraining of thegray Elman network iscloser
tothetruevaue.

CONCLUSION

Through simulation, the gray Elman network hasless
fluctuationsinthevirtua prediction error, average number
of training times, and theerror lineof thecalculation. It is
believed that the calculation accuracy and training effect
of the gray Elman network are better thanthe GM (1,1)
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mode and the Elman network. Gray Elman network load
forecasting canavoid stuationssuchasGM (1,1) mode
outputting ideal index characterigticsand Elman network
falling into loca minimum. In addition, thegray Elman
network load forecasting model can achieve higher
accuracy thanthedirect use of asinglegray theory GM
(1,1) model. It has fewer training times and higher
accuracy thanthedirect sngle Elman network.
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