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ABSTRACT

A good load forecasting model can accurately and quickly calculate the predicted value, which is conducive to
reasonable planning and distribution of electric energy and improving the stability of power grid operation. In this
paper, we built the gray Elman neural networks electro-load forecast model based on MATLAB, we referred to the
energy planning in the 13th Five-Year Plan of Huainan City in Anhui Province[1], we simulated the middle-long-term
electric load forecasting model of Huainan City and set the Elman neural network and the GM (1,1) model in grey theory
which both based on MATLAB as control group for comparative simulation experiments. We put forward that We put
forward that the grey Elman network has higher precision than the control group, and the grey Elman network has
better training effect than Elman network[2].
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1. INTRODUCTION

Today, Chinese economy is developing rapidly and the
social demand for electricity is growing rapidly. Many cities
put the energy construction planning in an important
position, which shows the importance of electricity to all
walks of life. In the energy construction plan, being able
to accurately predict the power load in the area is the first
step in planning the construction of various power plants
or adjusting the power generation ratio of generator sets,
and it is a crucial step. Many regions are planning to build
power plants to fill the gap in regional power supply, and
it will take more than 30 months to build a thermal power
plant with a capacity of 2000MW. It can be seen that the
construction period of the power plant is relatively long.
And it is necessary to make accurate power load
forecasting in the power supply area to ensure that the
power plant can meet the long-term power supply demand
after it is completed. Load forecasting plays an extremely
important role in the power system dispatch and is an
important module of the energy management system. Load
forecasting refers to determining the load data at a specific

time in the future based on many existing conditions of the
system and meeting certain accuracy requirements. The
accuracy of load forecasting is related to the reasonable
arrangement of the start and stop of generators in the power
grid. Accurate load forecasting can maintain the stability
of grid operation, while effectively reducing power
generation costs and improving economic and social
benefits. However, the existing load forecasting algorithms
are more general, and it is difficult to fit the true value of
the forecast in a specific area even far away. Therefore,
there is a great need for a load forecasting algorithm with
a higher degree of fit and suitable for local characteristics.
This paper takes the “13th Five-Year Plan” energy plan in
Huainan City, Anhui Province as an example, establishes
a gray Elman power grid load forecasting model based
on MATLAB, and proposes to establish a target power
load forecasting model for Huainan City.

2. BRIEF INTRODUCTION OF LOAD
FORECASTING AND METHODS

Load forecasting is an important part of the energy
management system (EMS) and a significant content of
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economic dispatch of power grid system. The accurate
load forecasting can reduce the unnecessary hot standby
motor, arrange the maintenance plan of electrical
equipment reasonably. While ensuring the stable
operation of the power grid system, it can ensure the
normal production and life of people, and bring higher
economic benefits and social effects to the society[3].

2.1 Trend extrapolation

Trend extrapolation method, also known as trend extension
method, was first proposed by R.lane. It is a prediction
method that summarizes the law of change with time and
extrapolates the predicted value in the future according to
the historical data known by observation. This method is
often used when the development trend of observation
object is continuous, progressive and functional.  However,
if the development law of the observed objects is abrupt or
jump, it is not suitable for this kind of method. Generally,
linear model and exponential model are widely used.

The exponential curve method is a very important
trend extrapolation method. When the known
development law of the observation object presents the
exponential curve law or approximate exponential curve
law, the past, present and future development law of the
observation object in the prediction period follow the
exponential law, and the future development law of the
observation object is inferred from the outside.

The reason why the exponential curve method is a
very important trend extrapolation method is that in real
life, the development law of many things is similar to the
exponential curve law. We divide the long-term power
load growth into three stages: beginning, development
and maturity. In the development stage, it will show a
trend of rapid growth with the economic and social
development, which is an obvious exponential growth
law of the first curve, so the first-order exponential curve
method is often used in load forecasting.

The exponential curve method includes the following
steps:

1) Identify the target of the prediction.

2) Collect data and summarize the rules.

3) Fit the exponential curve.

4) Trend extrapolation.

5) Summarize and organize forecast data.

Because the exponential curve method is very
suitable for load forecasting, and many classical load

forecasting methods have the idea of trend extrapolation.
For example, time series method is often combined with
trend extrapolation method for load forecasting and the
typical exponential curve law in GM (1,1) of grey theory.

2.2 The significance of load forecasting

1) Provide reference for the reasonable electricity
price: At present, the development level of
science and technology is not enough to store a
large amount of electric energy, so the electric
energy is still generated and used immediately,
resulting in certain fluctuations in the price of
electricity. Accurate load forecasting can
accurately predict the supply and demand of
electric energy, and provide reference for relevant
practitioners. It can not only meet the needs of
power enterprises’ own interests, but also make
consumers satisfied with the price, so as to
achieve a win-win situation of mutual benefit[4].

2) Coordinate synchronous generation and load:
Because the electric energy itself is not easy to
store, and the load changes from time to time.
Practitioners can specify corresponding
generation plan according to the change of
electric energy to improve the fitting degree with
load. It can not only improve the economic effect
of power generation, but also can consume
power in time to improve the stability of the
system[5].

3) Guide consumers to use electricity rationally: Due
to the change of load time, the cost of power
generation is different in peak period and low
period. Especially in the peak of power
consumption, the working load of power
generation, transmission and distribution
equipment is at the peak and the power flow is
blocked, which not only increases the cost of
power generation, but also increases the
pressure of each link in the power grid system.
According to the combination of load
forecasting, practitioners can adjust pricing
reasonably and in real time to guide consumers
to use electricity reasonably. Thus “peak load
shifting” links the power grid pressure. “Gradient
electricity price” mode can guide consumers to
use electricity reasonably[6].
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4) Improve the economic efficiency of power
network enterprise transport business: The
transport business in power grid enterprises is
an important business, which requires accurate
load forecasting model to provide technical
support. The higher the load forecasting accuracy
is, the higher the economic benefits will be
brought to the power enterprises, and the better
the coordination among the three parties of
power generation, transmission and distribution
can be achieved[7].

5) Reasonable distribution of outgoing lines:
According to the load forecasting results, the
power plant can adjust the different flow
reasonably and in real time. Improve the
generation plan of power intensive lines.

2.3 Methods of load forecasting

The typical medium and long term load forecasting
methods are divided into extrapolation method and
correlation analysis method. The extrapolation method
is based on historical load data, and the researchers
analyze the law of its variation and extrapolate the law
of future load development. Both the elastic coefficient
method and the grey system are typical extrapolation
methods. The law of correlation analysis will consider
the influence of social correlation factors on load and
establish the relationship model between load and
influence factors to predict the future development law
of load. Regression analysis is a typical correlation analysis
method. With the gradual maturity of artificial intelligence
technology, technologies such as neural networks and
support vector machines are also used by researchers in
load forecasting.

Common load forecasting methods are as follows:

1) Trend extrapolation method: It is widely used in
medium and long term load, fitting the
corresponding function curve according to the
existing historical data, and predicting the future
load through the development law of the function
curve. The advantage of this method is that it
needs less data and less calculation. However,
when the load change is complex and there are
many inflection points, the fitting effect is general.
In bibliography [8], the trend extrapolation
method, linear regression method and envelope

model are used to fit the historical load data of
Lianjiang county and extrapolate to forecast the
future load. The extrapolation results and rules
of different prediction models are different, and
the optimal model is selected by comparison[8].

2) Grey system prediction method: In gray theory,
known events are white and unknown events
are black. Gray, which is between white and
black, indicates that the information is
somewhere in between. The power load is a
typical grey system, and the future load
development law can be predicted by the curve
fitting of cumulative sequence. The grey theory
requires few historical samples, and the
technology is mature and widely used. In
bibliography [9], the accuracy of medium and
long-term load forecasting is improved by
improving the grey system prediction method.
The load data from 2015 to 2017 are accurately
predicted by analyzing the power load data of
Xinjiang over the years, with the relative error
less than 5%[11].

3) Regression analysis: Statistical analysis of the
observed data of the selected dependent
variables and independent variables and the
relationship between them is carried out, and
the mathematical model is deduced to predict
the future load development law. Regression
analysis method can reflect the influence of
economic, population change, environment and
other factors on load, but it needs to analyze a
large number of data and establish corresponding
mathematical model. Linear regression model
and nonlinear regression model belong to
regression analysis method, and the accuracy of
different models is different.

4) Artificial neural network method: By establishing
some neurons to learn and process information, it
can approach any function in theory. Three-layer
feedforward neural network is widely used in
short-term load forecasting, and Elman neural
network is often used in long-term load forecasting
in combination with other algorithms. The neural
network has the characteristics of self-adaptive
training and can approximate any function, which
makes the prediction effect better, and can solve
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the uncertainty of load change. But the training
time is often long and the operation may fall into
local minimum. In bibliography [10], the
application of ant colony recurrent artificial neural
network can effectively improve the accuracy of
short-term load forecasting. It has good stability
and adaptability for working days and rest days,
and improves the problem of local minimum [9].

5) Combination prediction method: Due to the
complexity and randomness of load changes, a
single algorithm is not easy to fit the actual load
changes, and it is difficult to accurately predict the
load. Therefore, by studying the advantages and
disadvantages of different algorithms, several
algorithms are combined reasonably to complement
each other to improve the accuracy of load
forecasting. There must be errors in the results of
load forecasting. We should not only pay attention
to the forecasting results, but also analyze the causes
and the range of error fluctuation. The prediction
model is improved step by step, and the error is
corrected until it meets the target requirements [9].

3. ANALYSIS OF ORIGINAL DATA IN
HUAINAN CITY

By consulting the geographical location, climate
characteristics and city yearbook information of Huainan
City, it can be known that Huainan City is located in the
Yangtze River Delta, with flat terrain, rich natural resources
and developed waterway traffic. In 2017, Huainan’s
regional production value was 110 billion yuan, making it
one of the major industrial cities in Anhui Province.

Table 1 Average annual temperature of  Huainan City in recent years

As shown in Table 1, the average annual temperature
in Huainan City is stable, and stable climatic conditions
can prevent sudden changes in climate from affecting
the accuracy of power load results.

Table 2 Statistics of electricity consumption in the whole society
in Huainan City over the years

As shown in Table 2, Huainan City has a large power
load base and a steady growth overall, which is in line
with the characteristics of an industrial city.

4. LOADF ORCASTING METHODS

4.1 Load forecasting steps

1) Improve the mathematical theory of medium and
long-term load forecasting for Huainan City.

2) Build a grey Elman network load forecasting
simulation model based on mathematical theory,
and perform error verification [12].

3) Set the related Elman artificial network algorithm
and the traditional gray system GM (1,1) model
as the reference group, and conduct comparative
simulation experiments.

4) Analyze the obtained experimental data, and
modify the gray Elman network load forecasting
model until it meets the accuracy requirements.
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4.2 Load forecasting theory

4.2.1 Medium and long term load forecasting

Load forecasting models are generally divided into short-
term load forecasting, medium-term load forecasting, and
long-term load forecasting. Short-term load forecasting
is generally based on days as the statistical unit, medium-
term load forecasting is generally based on months, and
long-term load forecasting is based on years. Among
them, the general forecast time limit of medium-term load
forecasting is several months in the future, while long-
term forecasting is often several years or even longer.

Due to the rapid development of technology and the
optimization of related algorithms, ultra-short-term load
forecasting and medium- and long-term load forecasting
have been derived, and ultra-short-term load forecasting
is generally based on hours. The time limit of mid- and
long-term load forecasting is between mid-term load
forecasting and long-term load forecasting.

Among various load forecasting models, it is obvious
that ultra-short-term load forecasting and short-term load
forecasting are not applicable to this article. This paper
needs to predict the power load of Huainan City in the
next 1-2 years by processing the original electricity data
of Huainan City in the past few years.

At the same time, considering the characteristics of
gray theory and neural network involved in this article,
the traditional gray theory model can handle small sample
data better and conforms to the regional power
development law due to its index characteristics.
Combining it with neural network can optimize the input
the underlying laws of the original data in the matrix and
can reduce the amount of original data.

Finally, after comparing mid-term load forecasting, mid-
long-term load forecasting and long-term load forecasting
models, this article will select the mid- and long-term load
forecasting model as the simulation model of the case. On
this basis, appropriate methods such as time series method
and virtual forecasting method will be introduced to test
and improve the accuracy of the algorithm.

4.2.2 Time series method

Since the general yearbook information statistics power
load information is discrete and each year is the data
value of a time node, this paper will use the time series
method to predict the power load[13].

Figure 1 Schematic diagram of time series method

As shown in Figure 1, the time series method takes
time t as the axis, and this paper uses one year as a time
node t for load forecasting. The interval 
is the known historical area power load data, which is
called the historical fitting period. The interval
is the predicted power load forecast y, which is called
the future forecast period. Due to the delay in the statistics
and publication of regional yearbook data, there is a
blank period in the interval .

4.2.3 Virtual prediction

The introduction of virtual forecasting method based on
time series method can test the accuracy of power load
forecasting algorithm. This article will focus on using the
virtual prediction method to calculate the error between
the virtual prediction value and the real value of the three
algorithms to determine the accuracy of the algorithm.

Figure 2 Schematic diagram of virtual prediction method

As shown in Figure 2, a virtual prediction period C
is introduced in the interval , and the history fitting period
is divided into history fitting and virtual fitting. The data
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prediction interval t of the known interval is called the
virtual prediction value, and it is compared with the actual
value of the interval  to obtain the target error.

4.3 Artificial neural network method

Artificial neural network method is often used in power
load forecasting, which has the characteristics of nonlinear
mapping, high fault tolerance, autonomous learning, and
the algorithm is easy to implement. Theoretically, the
artificial neural network can approximate any regular
nonlinear continuous function in three steps [14].

4.3.1 Artificial neural network theory

Artificial neural algorithms can be compared to biological
neurons. Each input is a kind of stimulus, and each neuron
is like an excitation function. The response of the nerve
is the output, and there is a weight relationship between
them. Different connection methods and different weight
relationships will lead to different output results, which
may also result in different results for each training.
Mathematical model of artificial neural network[15]:

Where T is the operation output matrix,  is the

weight vector,  is the operation input matrix, b is the

threshold, and  is the transfer function of the entire
operation.

Figure 3 Schematic diagram of the mathematical structure of
artificial neural network

4.3.2 Elman network

Figure 4 Schematic diagram of Elman network structure

The Elman network is an improved algorithm based
on the BP network. The structural feature of the Elman
network is to add a layer C after the hidden layer. The
structure of the Elman network becomes four layers: input
layer P, hidden layer S, receiving layer C, and output
layer T [16]. The role of the Elman network receiving
layer C is to record the data output by the hidden layer
S at the previous moment to form a delayed delay
operator. This enables the Elman network to perform
internal feedback learning before outputting. The
characteristics of memory also make the Elman network
more sensitive to historical data than the BP network.
The use of recursion makes the Elman network more
powerful than the BP network, which can reduce the
frequency of training and time of training

4.4 GM (1,1) in gray theory

If the certain data information is defined as a white event,
and the unknown data information is defined as a black
event. A system that includes both white and black events
is called a gray system. Grey theory is a classic algorithm
often used in power load forecasting. Its advantage is
the analysis of small sample data. The grey theory model
is generally expressed as GM(n,n). This article will use
the GM (1,1) model in grey theory [17].

If the GM (1,1) model is used for regional load
forecasting, only a set of original power information
sequence  needs to be constructed, and  is:

After accumulating  to get the new sequence ,
then  is:

Since the new sequence  conforms to the linear
differential equation[18] :

The mean expression of :
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Converted to matrix form:

Simplified to:

, In this paper, the least square method is used to

solve the parameters u and a to get [19]:

Bring  and  into  to get:

Formula (11)
Finally, the above formula is reduced and reduced

to get:

Formula (12)
The final power load forecast result is obtained

through the calculate from Formula 2 to Formula 12.

4.5 Grey-Elman network model

Figure 6 Schematic diagram of gray Elman network structure

The Elman neural network [20] is introduced into the
GM (1,1) model in gray theory, and the original
information of regional power and data of some related
factors are input into the network. After the GM (1.1)
model in gray theory outputs the data, after training and
correcting with Elman network, the power load forecast
results are output, and the GM (1,1) model in gray theory
and Elman neural network are connected in series to
form a gray Elman network.

5. SIMULATION

5.1 The code of Gray Elman network in MATLAB

5.1.1 Input data

y= [42.20;47.10;51.10;56.11;59.79;
   65.69;72.88;77.75;75.09;73.87];

Matrix y is the historical power load data of Huainan
City from 2006 to 2015 shown in Table 2.

5.1.2 Accumulation and reduction of partial data
in gray theory

1) Data accumulation
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n=length(y);
yy=ones(n,1);
yy(1) =y(1);
for i=2: n
yy(i)=yy(i-1) +y(i)
end
2) Data reduction
yys(1) =y(1);
for j=n+t_test: -1:2
ys(j)=yys(j)-yys(j-1);
end

5.1.3 Least square method calculation parameters
a (development coefficient), u (ash effect)

A=inv (BT*B) *BT*YN;
a=A (1);
u=A (2);
Using the above code can simplify the implementation

of least squares statement.

5.1.4 Network data processing

The data is fed into the network through reduction, and
then the premnmx() function and postmnmx() function
are used to normalize the data respectively. This can
enhance the underlying laws of the data and reverse
normalization

1) Normalization processing

[pn,minp,maxp,tn,mint,maxt]=premnmx(P,T);

2) Reverse normalization processing

TestResult= postmnmx(PN,mint,maxt);

5.1.5 Network construction

Use the newelm() function and other related codes to
build a network with Elman network characteristics, set
the first layer transfer function tansig, the second layer
set the linear function purelin, and the improved
momentum gradient descent training model rainingdm
[21].

Set the network learning rate to 0.1, the additional
momentum factor of 0.9, the maximum network training
value to 500, and the target error to 5%, and initialize
the network.

net=newelm(minmax(pn),[10,1],{‘tansig’,’
purelin’},’traingdm’);
net.trainParam.lr =0.1;
net.trainParam.mc =0.9;

net.trainParam.epochs =500;
net.trainParam.goal=0.05;
net=init(net);
After the network is trained, the corrected value is

output, and then compared with the real data to calculate
the error. Repeat 50 times to simulate more accurate
values.

5.2 Analysis of simulation results

This paper takes the “13th Five-Year Plan” energy plan
in Huainan City, Anhui Province as an example, and uses
MATLAB tools to design a power load forecasting
experiment with a reference team, and predicts the data
for 2016 and 2017 through virtual forecasting methods.
Due to the randomness of the simulation results of Elman
network and gray Elman network, 50 simulation
experiments will be carried out, and various data will be
summarized at the end. The calculation result of the GM
(1,1) model is only once.

Table 3 Comparison table of virtual prediction results

Through the numerical calculation shown in Table 3,
the annual difference of the power load forecast of the
three algorithms is compared in the following table:

Table 4 Comparison table of virtual prediction error
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The annual difference between the virtual predicted
value and the real value by calculating the three algorithms
is shown in Table 4.

Figure 8 shows the average training times of 50
simulations of Elman network and gray Elman network.
The average training times of the gray Elman network is
significantly lower than that of the Elman network, that
is, the Elman network needs an average of 50 training
times to obtain the prediction result, and the gray Elman
network is only used 31 times. This paper believes that
this is because the original data of the gray Elman network
is processed by the GM (1,1) model to obtain a set of
network input matrices that are closer to the true value,
which can shorten the number of network training.

Figure 7 GM (1,1) model prediction fitting

The triangle in Figure 7 represents the historical power
data values of Huainan City from 2006 to 2015, and the
asterisks in the line represent the various power data processed
by the GM (1,1) model. It can be seen from the figure that
GM (1,1) The predicted value of the model has obvious
exponential law. The large errors caused in 2012, 2013, and
2015 are due to the use of mid and long term load forecasting.
Compared with short-term forecasting, the simulation has
not yet introduced environmental and social influence factors
to ensure the popularity of forecasting methods.

As shown in Table 4, the error of the predicted value
of the GM (1,1) model increases year by year. It is believed
that this is due to the exponential characteristic of the output
value of the GM (1,1) model. The prediction error of
Elman network and gray Elman network with neural
network characteristics is smaller than that of GM (1,1)
model, and the prediction error of gray Elman network is
smaller than that of Elman network.

Figure 8 Comparison of two kinds of network simulation training
result data

Figure 9 Two network simulation training error line graphs

Analyze the Elman network and the gray Elman
network 50 simulation results, and then use the annual
difference of the results as the point data and connect
the points with a line to obtain a line chart as shown in
Figure 9. The gray Elman network has a smaller annual
error than the Elman network in fifty simulations.

In the 25 to 35 simulations, the fluctuation of the line
graph of the Elman network training results increased,
that is, the network training results differed greatly and
the output value was unstable, while the gray Elman
network improved significantly. Moreover, the fluctuation
of the error line of the overall gray Elman network is
obviously smaller than that of the Elman network, and
the broken line is smoother. This shows that the output
value of each training of the gray Elman network is closer
to the true value.

CONCLUSION

Through simulation, the gray Elman network has less
fluctuations in the virtual prediction error, average number
of training times, and the error line of the calculation. It is
believed that the calculation accuracy and training effect
of the gray Elman network are better than the GM (1,1)
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model and the Elman network. Gray Elman network load
forecasting can avoid situations such as GM (1,1) model
outputting ideal index characteristics and Elman network
falling into local minimum. In addition, the gray Elman
network load forecasting model can achieve higher
accuracy than the direct use of a single gray theory GM
(1,1) model. It has fewer training times and higher
accuracy than the direct single Elman network.
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