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Abstract: MapReduce is acclaimed worldwide for the enormous data insight handling in distributed computing. The 
slot based MapReduce may be affected by the general process of execution due to resource distribution that is not 
optimized. In order to manage it, in this paper, we recognize and improve the process of accommodating resources 
from three different outlooks. Firstly, in any case, due to early configuration of the map and reduce slots, slots may 
be underutilized for the reason that the map slots may be completely used while reduce slots maybe completely 
inoperative and vice versa. To overcome this we suggest a strategy known as enhanced dynamic slot allocation for 
Hadoop by retaining the functionalities of the space based model. This strategy delays the distribution restriction 
of the slots to let the reallocation of slots to the map or reduce tasks based upon their requirements. Secondly, we 
have the speculative execution, which deals with the straggler issue that boosts the execution of solo tasks yet at the 
overhead of the group proficiency. The process of balanced speculative execution is used in order to alter the execution 
exchange of among the single tasks and cluster of tasks. Thirdly, late scheduling has seemed to be the proper solution 
to boost the respective information territory, however fairness might be affected. Thus, to overcome this, we propose 
prescheduling the slots which boosts the data storage and does not affect the fairness. We outline a slot allotment 
framework called Enhanced Dynamic and rise a procedure opposing the information dissemination utilizing multiple 
phase top-down slot scheduling technique in genuine Big Data in the cloud.
Keywords: MapReduce, Hadoop Fair Scheduler, Delay Scheduler, Slot Prescheduling, Enhanced DynamicMR, Slot 
Allocation, Multiple-Phase Top-Down Specialization.

IntRoDuCtIon1. 
In the most recent years, MapReduce has turned into a well-known elite figuring worldwide for gigantic scale 
information preparing in cluster and record offices. Apache Hadoop is an open source software utilized for the 
operation of MapReduce process. Apache Hadoop is used to process the enormous data bunches contained in 
stacks of systems, through organizations which incorporate to help cluster preparing for immense workloads 
submitted by more than one client (i.e., MapReduce workloads)[2]. In spite of much research in streamlining 
Apache Hadoop MapReduce, the process has various general key requesting conditions which are used for and 
in keeping routine upgraded of a MapReduce Clusters. Information Technology is growing bigger and the data 
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is generated, the data balancing is the main cause to overcome the data computing issue [4]. It is difficult to 
process huge amount of data in the dynamic slots in the Hadoop with regards to size and the complexity [5].

Initially, the register sources (for example, processor centres) remain isolated among the map and reduce 
slots, it may be straightforward Figure and statically arranged with the guide of overseer earlier. The execution 
of MapReduce depends on the two capabilities:

1. The slot distribution limitation statement that slots of the maps could be assigned only to perform the 
map tasks and the slots of the reduce can be assigned only to reduce tasks, and

2. Overall performance inadequacy that requires the tasks of map to perform their execution before the 
reduce tasks.

Because of these capabilities, I. There are obviously remarkable execution and system usage for a 
MapReduce workload underneath various slot specifications and indeed, performs even under the most proper slot 
specifications for the maps and reduces, in MapReduce clusters, there are numerous inactive map (or reduce) slots, 
these inactive slots may negatively influence the resource utilization and degrades the overall execution[7][8].

Furthermore, because of inescapable running time which is in conflict for CPU, slot, memory, which 
organize data transfer capacity and different properties, there can be floated map or reduce obligations, creating 
considerable deferral of the whole action [1][6]. Forbye, data area amplification is extremely indispensable for 
space use productivity and executed enhancement of MapReduce tasks. In any case, MapReduce can generally 
have a contention among accurate information or fairness and information area improvement in a mutual Hadoop 
clusters between numerous clients[7][9].

To manage the previously mentioned challenges, we introduce Enhanced Dynamic MapReduce, a real-time 
slot distribution structure, required to upgrade the execution of necessary MapReduce group through improving 
the necessary slot usage. Extraordinarily, Enhanced Dynamic MapReduce (EDMR) concentrates on Fair 
scheduler in the Hadoop architecture[12][3]. This depends on the cluster usage and general execution of the map 
and reduce workloads below fair scheduler are worst (or unpredictable) than the underneath the scheduler like 
FIFO. In any case, it merits rising that our Enhanced Dynamic MapReduce (EDMR) can be used for scheduler 
which is initialized by FIFO.

Figure 1: Dynamic Map Reduce Slot and Job allocation in Hadoop Cluster
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Map and reduce slot allocation in hadoop cluster is shown in fig1.Real-time MapReduce incorporates three 
advancement procedures, Enhanced Dynamic slot Allocation, Balanced Speculative Execution, and Finally, Slot 
prescheduling.

Enhanced DHSA
Over the evaluation, where YARN [14] proposed another asset idea of “compartment” in which every map reduce 
obligations could keep running on the respective slots, EDHSA proceeds with the normal space based guide 
strategy[11]. The Innovation for EDHSA is to halt the conviction of slot allotment restriction to permit.

I. Slots are common to both the map and the reduce workloads but it could either utilized by map or 
reduce tasks, in spite pre-allotment for the different variety of slots which works on reduce and map. For 
Instance, while pools have less MapReduce slots to process the data, the task of maps will disseminate 
among map slots and after the slots for the maps, void reduce spaces are used and reverse.

II. The map slots commitments will be preferred to utilize unused map slots, in the same way, reduce slot 
commitments must support to utilize reduce slots. Advantage of the pre-allotment of map and reduce 
slots is that reliable sub nodes help present task to overcome the proportion of real-time mapping 
and reducing errands sooner or later of runtime, superior to “YARN [14]” which does not have any 
regulator system which helps to propagate the execution on reduce and map obligations.

Speculative Execution Performance Balancing (SEPB)
A fundamental strategy to manage the inconvenience of slow strolling workloads’ impacts on the solitary jobs’ 
running duration by utilizing back up on some other machine. In any case, it reduces the cluster proficiency for 
entire job processing because of resource restriction since there are various running tasks on the MapReduce. To 
overcome these problems, we suggest a real-time slot configuration system alluded to as balancing of speculative 
execution performance for speculative execution in the cluster node[10][13]. These processes could adjust the 
general execution exchange off among a solitary job process’ running duration with a cluster of tasks running 
duration by using a method to identify dynamic schedules and designate slot for speculative duties.

Slot Prescheduling
Late slot allocation or scheduling was the most powerful strategy to improve data locality. This process 
accomplishes higher records area by method for postponing slots assignments in workloads, in which there 
was no presently local workloads accessible [9]. But, it’s far over the expense of accurate information process, 
where fairness of process will be under scanner. With respect to this, we come up with the proposal where a 
new approach called Prescheduling of slots can be used to enhance the given information region and this process 
does not have any negative effect on the process output. Proposed process accomplished to detriment of the 
respective load balancing among sub cluster nodes or slave nodes with respect to the pools. The output will be 
observed, based on this few unused or sloppy slots cannot be configured because of load-balancing criteria at 
some stage in runtime.

RElAtED WoRK2. 
Hadoop map and reduce process is typical corresponding computational model for extensive volume of record 
analysis among the different groups of nodes and information facilities yet the slot usage might be low, importantly 
while the fair scheduler of Hadoop is utilized, because of advance slots distribution among the map and reduce 
workloads. Chen [1] proposed the improved MapReduce for the Speculative Execution Balancing, but the system 



Deepthy Ashok M, Kartik Subramanian and Akshatha Prabhu

International Journal of Control Theory and Applications 134

Fails in the Slot configuration. Apache Hadoop [2] is used to process the enormous data bunches contained in 
stacks of systems, through organizations which incorporate to help cluster preparing for immense workloads 
submitted by more than one client (i.e., MapReduce workloads). M Hammoud [3] proposed the system which 
mainly focuses on the locality of data which tries to reduce the slot allocation for the different map workloads. 
Mani Shankar [4] proposed, in spite of much research in streamlining Apache Hadoop MapReduce, the process 
has various general key requesting conditions which are used for and in keeping routine upgraded of a MapReduce 
Clusters. Information Technology is growing bigger and the data is generated, the data balancing is the main cause 
to overcome the data computing issue. Abarna K. [5] researched about the Hadoop which is difficult to process 
huge amount of data in the dynamic slots in the Hadoop with regards to size and the complexity. H. Herodotus 
[6] proposed the inescapable running time which is in conflict for CPU, slot, memory, which organize data 
transfer capacity and different properties, there can be floated map or reduce obligations, creating considerable 
deferral of the whole action. Y.C. Kwon [7] and B. Moseley [8] proposed that the data area amplification is 
extremely indispensable for space use productivity and executed enhancement of MapReduce tasks. In any 
case, MapReduce can generally have a contention among accurate information or fairness and information area 
improvement in a mutual Hadoop clusters between numerous clients. M.A Rodriguez [10] suggested a real-time 
slot configuration system alluded to as balancing of speculative execution performance for speculative execution 
in the cluster node.

Common execution of map and reduce cluster might be progressed by enhancing the utilization of slots 
from two perceptions

1. The slots are arranged into two sorts, especially, occupied spaces (that is, with present tasks) and 
waste or idle node slots (which is dead slot process or task). Providing the aggregate wide assortment 
map reduces slot configuration by the clients, Single streamlining technique (i.e., optimization with 
small macro) which used to build the slot utilization process through boosting with wide assortment 
which is already occupied map slots and reduces the wide assortment of sloppy or idle node slots.

2. It’s far well significant that no longer each busy space can be effectively connected. Thus, our 
streamlining strategy (which is level macro) used to enhance the usage proficiency with occupied 
slots once the low level is improved.

PRoPoSED SCHEME3. 
We propose Dynamic MapReduce, a dynamic utilization streamlining system for MapReduce, to upgrade the 
execution of a mutual Hadoop cluster under fair scheduling between clients. It contains three procedures which 
are used to allocate the slots, which are, Enhanced Dynamic Slot Allocation (EDHSA), Balanced Speculative 
Execution, and finally, Slot Prescheduling.An overview of the proposed system in Dynamic map reduce is 
shown in Figure 2.

Every method deliberates the execution upgrade using various aspects.EDHSA endeavours to exploit the 
utilization of slots without reducing any fairness in output, even though if any uncompleted workloads occurs 
(example map reduce workloads). Speculative Execution characterizes slot information in-efficiency issue with 
map reduce Hadoop group, created with the help of workloads of speculative execution. The process takes a 
shot at peak of speculative execution scheduler to self-restraint execution exchange off among a solitary tasks 
and group of map reduce jobs. Prescheduling of slots expands the opening of slot utilisation efficiency and 
execution by enhancing process information territory for map workloads however maintaining the fairness is 
very tough. This process preschedules the assignments where there are unprocessed or pending workloads with 
the information on the nodes, which we are not considering the idle map slots.
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Figure 2: An overview of the proposed system in Dynamic MapReduce

By proposing three different strategies, process permits Dynamic Map Reduce which allows optimizing the 
slot utilisation and maintaining the performance on the cluster Hadoop significantly by following the respective 
steps:

1. When the map reduce process contains the sloppy or idle slot accessible, then Dynamic map reduce 
starts the initial procedure to build the utilizations of slot with the help of dynamic Hadoop scheduler. 
Process settle progressively which is to distribute the process or not, process have some incessant 
limitations, e.g., reasonableness, load- balance, etc.

2. If the process of slot allocation is validated, Dynamic map reduce will additionally increases the 
execution with help of enhancing the proficiency of space use with the help of balanced speculative 
performance execution that advances by completing the solitary jobs yet at the overhead of cluster 
effectiveness, SEPB goes about as a proficiency balancer among the solitary tasks and the cluster of 
the tasks.

3. Process knows when to apportion the sloppy slots or idle slots for anticipating the map tasks, Dynamic 
map reduce have the capacity to additionally enhance the required slots to increase the proficiency 
from the information area advancement perspective with Slot Prescheduling.

The essential commitments of this paper are compressed as:

1. Enhanced real-time slot allocation strategy helps to increase the acquisition of slots in Hadoop.

2. Balanced speculative executive performance method is used to stable the execution exchange off 
among the solitary tasks and bunch of tasks.

3. Prescheduling method to expand the information region by losing the load balance over the respective 
nodes, where the process have no antagonistic impact among or on the decency.

4. Improving the structure called Dynamic Map reduce by relating three different methods on the 
Hadoop system. To process the broad trials to verify adequacy of Dynamic map reduce and its three 
well-ordered methods.
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1. Enhanced Dynamic Slot Allocation
The present framework of map and reduce encounters less utilization of the individual spaces of slots as count 
of the maps and reduce slot workload varies after some duration or in the running time, bringing about events 
when the quantity of spaces dispensed tasks of map or reduce were lesser which compare to the quantity of map 
or reduce assignments. The proposed real-time allocation of slots arrangement depends with the perception which 
is up to distinct time period, where number of slots additionally were an sloppy or idle map slots (else reduce) 
idle slots, where process tasks continues from map section to reduce the segment. Process could utilize empty 
slots for map task, which is over-burden workload to enhance the execution for the map and reduce workload, 
where the other way around. Every system considers the execution upgrade from various components. EDHSA 
tries to expand opening use however keeping up the information more fair or accurate, when process requires 
anticipating errands (example, MapReduce workloads).

For the Instance, during initial stage of map and reduce tasks count, There are processes which recently 
handling the map workloads and no proper for computing the reduce tasks, i.e., every calculation work deceits 
on the side of map slots. All things considered, Process makes the utilization for the sloppy or idle reduce slots 
which is executing on the map workloads. Proposed system breaks the presumption for a map and reduce system 
were map errands could handiest which runs on slots allotted for maps workloads and reduce assignments could 
be best keep running on respective slots used by reduce tasks. As an option, Proposed system alter the process: 
every map reduce workloads could keep running with the help of both map and reduce spaces.

We propose an Enhanced Dynamic Slot Allocation (EDHSA). System comprises of two different options, 
to be specific, Independent-pool DHSA and Dependent-pool DHSA, both considers or provides the various 
viewpoints related to the system

Independent-pool fair scheduler: Fair scheduler provides run-time slot configuration using the group- cluster 
level, rather than in the pool level. Precisely, Process is mainly stage based on the real-time fair dynamic scheduler, 
which is, map assignments have significance in the slots of the map utilization and the workloads of reduce must 
need to occupy the un-utilized tasks which are used by reduce tasks (that is, Intra-stage real-time slot allotment). 
Just the specific stage spaces prerequisites are matched then overabundance spaces can be utilized by another 
stage (i.e., Inter-stage real-time slot allotment).

Dependent-pool fair scheduler: Scheduler depends when the conviction takes place in each pool which is 
egocentric, that is, every process pool were consistently gratify their map and reduce workload tasks with the 
mutual mapping and diminishing spaces among their map staged cluster-pool and decrease staged cluster-pool 
(that is, Intra-pool real-time slot allotment) sooner than imparting the un-utilized spaces to various burdened 
cluster-pools (i.e., Inter-pool real-time spaces allotment).

2. Speculative Execution based on Performance Balancing
SEPB distinguishes the slot guide low-efficiency position for the cluster Hadoop, because of executing the 
speculative workloads or allotments. SEPB deals with head of speculative Hadoop (SEPB) performance scheduler 
to adjusting the general execution exchange off among a solitary tasks and a cluster tasks. Prescheduling of 
slots enhances the utilization of slots effectiveness and general execution by means of enhancing the given data 
facility for map workloads even maintaining the accurate information or fairness.

A real-time workload distribution system known as Speculative Execution balancing the cluster of tasks 
with the help of speculative balance execution assignments over the head of task selection on the Hadoop 
system. The profit of Speculative execution overdue based on this approach for allocating the slots to the balance 
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speculative execution. Speculative execution plays out the maps assignment for balance speculative workload 
from an overall considering various jobs.

3. Prescheduling Slots
Slot prescheduling process allocates the slots in advance and the workloads when there are many uncertain map 
assignments using information on the respective nodes or hubs, yet there are no idle map slots for its use. Using 
this process, the system coordinates three different procedures, which empowers Dynamic map reduce to boost 
the utilization and execution of a Hadoop group. Process embraces dynamically whether to divide the task or 
not, focus on information on the regular basis like accuracy, load-balance, etc.

If the slot distributions are perfect, dynamic MapReduce will additionally upgrade the execution with help 
of enhancing the proficiency of utilization of slots with the help of speculative balancing. As the speculative 
balancing execution can enhance the execution of single task however at the detriment of group proficiency, 
speculative execution goes about as a decent adjust among the single job and the cluster of tasks.

Prescheduling takes a shot at peak of speculative Hadoop scheduler to control in the real-time process that 
is whether assigning the inactive slots to the undecided speculative workload or not. Dynamic Map reduce will 
have the capacity to propel the utilization of slots proficiency with the help of information region advancement, 
using the aspect on prescheduling of slots.

The three mentioned methods could be drawn out utilizing Multi phase top down specialization (TDS) 
strategy for enhancing the process execution. In this approach, system deliberately outlines the gathering of 
innovative map and reduces workloads to solidly complete the process calculation in a greatly flexible manner 
and utilize dynamic MapReduce procedure.

Modules in the optimization of Dynamic MapReduce structure are,

∑ Node-Cluster Creation

∑ Assigning the task

∑ Real-Time Slot allocation

∑ Speculation Execution Performance

∑ Slot Prescheduling

∑ Multiple-Phase and Two-down specialization

Node-Cluster Creation Module: Node-Cluster formation typically can be categorized as a way to obtain objects 
that are similar (or related) to each other in a collection of objects and phenomenal from (or random to) the objects 
among collection of objects. Fundamental intention to utilize such main strategy is to decline scale of enormous 
information units. This unit generates a node-cluster among the huge records in substantial document scheme.

Assigning the tasks: Map workloads outcomes a close-by sort by means of import to set up the information 
for intake by the reduce workloads. If Combiner are constructed for the given procedure, it furthermore keeps 
running inside the map tasks assignments. Combiner merges information on utility-exact technique, dropping 
the measure of records which should be exchanged to reduce workloads.

The reduce stage combines the outcomes from map slot level into definite outcomes. Normally, last 
outcome group is slighter than input group, however, this is based on application and decrease is done by reduce 
workloads which is running parallel. Processed input keys and values does not require a distinguishable sort 
from the yielded keys and information.
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Real-time slot allotment: The real-time slot distribution strategy depends on the reconnaissance that at unique 
time period there can be inactive or idle maps (or reduce) slots, because the procedure continues from map 
segment to reduce segment. Current outline of MapReduce experiences an underutilization of the individual slots 
in light of the fact that the assortment of map and reduce tasks changes through the circumstances, following 
in occasions wherein the amount of slots designated for map/reduce is littler than the amount of map/reduce 
workloads. The dynamic slot allocation scope depends on the announcement that exceptional era there can be 
idle map (or reduce) slots, as the job continues from map segment to reduce segment.

The un-utilized map slots can help the burdened reduce tasks which in turn enhances execution of MapReduce 
tasks and the other way around. EDSA comprises of independent pool DSA and dependent pool DSA, both 
perform the reasonableness from uncommon situations. Give nm and nr a chance to full wide assortment of 
map workload tasks and reduce task workloads separately, where sm and sr be the aggregate wide assortment 
of slots of maps and reduce slots arranged through clients individually. The 4 circumstances are given:

Instance 1: “When nm ≤ sm and nr ≤ sr, the map workloads are kept running on slots which is occupied by 
maps process and reduce workloads are kept running on reduce tasks, there is no exchange of slots”.

Instance 2: “When nm >sm and nr <sr, process fulfil the reduce assignments for the different reduce spaces 
first and after that it utilizes idle spaces for running map workloads”.

Instance 3: “When nm <sm and nr >sr, process could plan un-utilized map slots for real-time reduce tasks”.

Instance 4: “When nm >sm and nr >sr, the system ought to be totally busy state, and like (1), there will be no 
development of map and reduce slots”.

Balanced Speculative Execution: Speculative execution is a fundamental procedure to manage the inconvenience 
of slow strolling’s impact on a solitary task’s performance duration by utilizing reinforcement workload on 
different system. But, execution goes ahead of the price of group effectiveness for the complete tasks because 
of process resource resistance with various dynamic tasks.

Fair scheduler in the Hadoop picks up a job from a pool by accompanying need: Hadoop picks a wander 
from a vocation in view of the ensuing priority: in the first place, any fizzled assignment are provided based on 
the best precedence. Additionally, remaining workloads are measured. For map, workloads with information 
neighbourhood to process the computable hubs are picked initially. Eventually, HFS searches for an irregular 
test to perform by Speculative execution. Clients can adjust the exchange off among the execution for a bunch 
of task and solitary task’s execution duration, with speculative job execution. General execution for the total 
procedure are acquired while rate of task verified for the remaining workloads are huge, other case process can 
be improved on the solitary task execution duration.

Prescheduling: The strategy used by prescheduling the slots can upgrade the respective information region 
meantime having no impact on the accuracy of map and reduce workloads. As opposed to late speculative 
scheduler, Prescheduling of slot are accomplished at the cost of load balance over sub local cluster nodes. The 
central thought is that, in mellow of reality that there are regularly some inactive slots which cannot be utilized 
because of load balancing oblige amid dynamic execution, but it could priory configure those respective slots 
of the hub to complete the tasks to augment the data territory.

Prescheduling slots start using two descriptions:

Description 1: Process in which reasonable inactive map (or reduce) slots have discussion with the most extreme 
amount of inactive maps (or reduce) slots which can be allotted for an effort tracker, allowing for the balancing 
of the information among systems.
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Description 2: The more prominent inactive map (or reduce) slots examine with the last inactive map (or reduce) 
slots with the aid of subtracting the cost utilized for map tasks (or reduce tasks) and reasonable inactive map (or 
reduce) slots from the general amount of map slots for workload tracker, pondering for balancing the information 
among systems.

Multiple-Phase and Two-Down Specialization: Information clusters are generally utilized on contemporary, 
the span of information in a number of cloud technologies will increment especially agreeing with the big 
information slant, in this manner making it a task for normally utilized programming hardware to seize, control, 
and process. We propose an adaptable Multiple-phase and top-down specialization method to huge size actuality 
units utilizing the Hadoop MapReduce system over the cloud.

∑ Recognise the performance issue in the Hadoop cluster caused by slot resource.

∑ Scheduler to strength the general execution exchange off among a solitary task and a cluster workloads. 
Prescheduling of slots enhances the opening utilization execution and general execution.

∑ A stunning exchange off among information efficacy and data reliability.

∑ TDS calculations are incorporated, resulting of their deficiency in overseeing tremendous scale 
information units.

Algorithm
The algorithm for the proposed strategy is explained below:

∑ Consider DS be the proposed architecture

 DS = {d, OD, fn, fs, e, C}

 Verify the inputs data d.

 d = {Pm, Im, Pr, Ir, US, VS}

 where,

 Pm = Pending Map workloads.

 Im = Idle Map Slots.

 Pr = Pending Reduce workloads.

 Ir = Idle Reduce Slots.

 US = Utilized Slots.

 VS = Empty or Void Slots.

∑ Identifying the group of Function. Let fn were group of functions.

 fn = {f1,f2,f3}

 where,

 f1 = Information Verification

 f2 = Real-Time slot allocation.

 f3 = Balanced Speculative Execution for the jobs.
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 Let OD were consider as set of output data.

 OD = {OD1, OD2}

 where,

 OD1 = Allocation of Slots successfully.

 OD2 = Successfully Executed speculative jobs.

∑ Final State:

 fs = Increased performance in the map and reduce workloads and Prescheduling Slot allocation

 Error State:

 e = due to verifying the input or slot allocation.

∑ Constraints:

 C will be considered as Constraints for the input parameters.

 Where,

 C = Measures the Accuracy of the Input parameters.

AnAlySIS4. 
In this section, we focused on the different methodology used to execute the dynamic map reduce slot allocation. 
Dynamic slot allocation for the map and reduce workloads are very challenging and also the process requires 
proper methodology for slot allocation in real time, performing the balanced speculative execution and to maintain 
the fairness in the output as well as maximizing the data locality are the key features. Main problem in the slot 
allocation is the traffic and balanced speculative execution which are running slow because of the failure nodes 
in the clusters.

There are different strategies which were performed. Joel proposed the priority based approach in which 
slots are allocated based on the priority, which has a disadvantage of only minimum slots can be allocated to 
each workload. Xiawei implemented the resource usage pipeline which mainly works on the basis of the input 
provided to the map and reduce phase, drawback of this procedure is that the computational time is maximum 
whereas, our proposed system allocates the slots dynamically for the map and reduce workloads which helps in 
balanced running tasks to complete with any traffic between the slots and minimizes the cost performance.

ExPERIMEntAl RESult5. 
Figure 3 displays the performance improvement in map reduces and proposed system. The total time required 
to complete the Map Reduce workloads with the minimum cost performance. This system tries to evaluate the 
productiveness of the dynamic slot allocation with the help of balanced speculative execution and dynamic slot 
prescheduling enhances the slot utilization and productiveness by enhancing the data locality for the map and 
the reduce workloads to get the fairness in the output as indicated in Figure 4.

ConCluSIon6. 
Dynamic MapReduce structure aims to enhance the general execution of MapReduce workloads even by retaining 
the fairness. It incorporates three methodologies, “EDHSA” dynamically makes the slots to be completely utilized 
by the map and the reduce tasks. It is followed by balanced speculative execution and slot prescheduling which
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Figure 3: Performance Improvement in MapReduce using Hadoop and proposed dynamic MapReduce

Figure 4: Comparison on fairness of data with Slot Prescheduling and Without Slot Prescheduling

optimises the slot utilization. Speculative execution recognizes the underutilized slot inconvenience and it adjusts 
the execution trade-off among a solitary tasks and the cluster of tasks powerfully. Prescheduling of slots enhances 
the execution of slot usage by method for expanding the data locality. A few cloud specialist organizations may 
likewise give two or three levels of administrations to their clients. While the resource end up being tight, they 
will need to give their top notch clients a superior request fulfilment proportion than different customers.

Another calculation can be built to disseminate approaching solicitations between the arrangement of 
balance slots and the load balance over the respective clusters deceptively. In Future we can provide the actualized 
Dynamic MapReduce for distributed processing architecture to adjust the execution exchange off among a solitary 
jobs and cluster tasks progressively.



Deepthy Ashok M, Kartik Subramanian and Akshatha Prabhu

International Journal of Control Theory and Applications 142

REFEREnCES
Q. Chen, C. Liu, Z. Xiao, Improving MapReduce Performance Using Smart Speculative Execution Strategy. IEEE [1] 
Transactions on Computer, 2013.

J. Dean and S. Ghemawat. MapReduce: Simplified Data Processing on Large Clusters, InOSDI’04, pp. 107-113, 2004.[2] 

.M. Hammoud and M. F. Sakr. Locality-Aware Reduce Task Scheduling for Map Re-duce. In IEEE CLOUDCOM’11. pp. [3] 
570- 576, 2011.

Manishankar S, Sandhya R, Bhagyashree S, Journal of Theoretical and Applied Information Technology, “Dynamic Load [4] 
Balancing For Cloud Partition In Public Cloud Model Using Vista Scheduler Algorithm”, ISSN: 1992-8645, Vol.87. 
No.2.

Abarna, K. Rajamani, M. Vasudevan, S.K., International Journal of Applied Engineering Research, “Big data analytics: A [5] 
detailed gaze and a technical review”, Volume 9, Issue 11, 2014, Pages 1735-1751

H. Herodotou, H. Lim, G. Luo, N. Borisov, L. Dong, F. B. Cetin, and S. Babu. Starfish: A Self-tuning System for Big Data [6] 
Analytics. In CIDR’11,pp. 261C272,2011.

Y.C. Kwon, M. Balazinska, B. Howe, and J. Rolia, “Skew Tune: mitigating skew in Mapreduce applications” In SIGMOD’12. [7] 
pp. 25-36, 2012.

.B. Moseley, A. Dasgupta, R. Kumar, T. Sarl, On scheduling in map-reduce and flow-shops. In SPAA’11, pp. 289-298, [8] 
2011.

B. Palanisamy, A. Singh, L. Liu and B. Jain, Purlieus: Locality aware Resource Allocation for MapReduce in a Cloud, In [9] 
SC’11, pp. 1-11, 2011.

M.A Rodriguez, R. Buyya ,”Deadline based Resource Provisioning and Scheduling Algorithm for Scientific Workflows [10] 
on Clouds” IEEE Transaction on Cloud Computing, 2014.

S.J. Tang, B.S. Lee, and B.S. He. Dynamic Slot Allocation Technique for Map Re-duce Clusters. In IEEE Cluster’13, pp. [11] 
1- 8, 2013.

Y. Wang, W. Shi, Budget Driven Scheduling Algorithms for Batches of Map Reduce Jobs in Heterogeneous Clouds, IEEE [12] 
Transaction on Cloud Computing, 2014.

A. Verma, L. Cherkasova, R. Campbell. Two Sides of a Coin: Optimizing the Schedule of MapReduce Jobs to Minimize [13] 
Their Makespan and Improve Cluster Performance. In IEEE MASCOTS, pp. 11-18, 2012.11, 1997.

Apache Hadoop NextGen MapReduce (YARN). http://hadoop.apache.org/docs/current/hadoop- yarn/hadoop-yarnsite/[14] 
YARN.html.


