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Rice Leaf Blast Disease Recognition Us-
ing Wavelet Features and Neural Network

Toran Verma* Dipi Dubey**

Abstract : Recognition of plant diseases using images is one of the most important factor to automate disease
recognition process for precision farming. A new hybrid method has been proposed to identify the rice leaf
blast disease. Wavedet features of the captured colored images of rice crop leaf had been extracted. These
extracted features were then used to design neural network model; Back Propagation Neural Network to
recognize disease infected and not infected pattern. Hybrid model is giving good recognition efficiency.
Keywords : Rice Leaf Blast Diseases, Image Processing, Wavelet Haar Features, Back Propagation Neural
Network.

1. INTRODUCTION

Management philosophy for farming, to maximize crop production with minimal environmental degradation
and pollutionisknown asPrecisionfarming [ 1]. It needed site-specific, computer vison management systemlike
remote sensing (RS), GPS, and geographical information system (GIS) [2] [3]. The core of computer visonis
image analysis and processing. It provides methods for measuring specific features as per needed in various
applications. Inthefield of precison farming; one of theimportant applicationsis; recognizing disease patternin
crop for timely and better pest management.

1.1. Riceleaf blast disease

Riceisoneof the primary agricultural products of theworld. There are many types of diseasesthe affect the
rice crop. One very damaging disease known asrice leaf blast diseaseisdistributed in 85 countries and caused
production losses of millions of dollars, eachyear [4]. It is caused by the fungus Pyriculariagrisea. Rice blast
diseasesinfect dl aerid partsof therice plant but most infectionsoccur ontheleaf, whichisknown asrice leaf blast
disease. Ontheleaves, disease forméliptical or diamond shaped spots. Present crop disease diagnosis system
based onmanual recognition of diseasesby experience. This process cause sometime daly and mistakenly diagnoss.
I mage processing methods are very important for automation processto recognize crop diseases for precision
farming [5][6].

1.2. Wavelet features of image

Image processing isused to recognize/classify plant and/or plant diseasesin crop management system. Frst
step of the processisto create feature database related to specific plant and/or plant diseases characteristics.
Thesefeaturesarefurther usedto trainrecognition model/ expert system. During application, newly extracted
features of unknown plant and/or plant diseaseis passed to the recognition sysemand it resolvesthe queries, as
per the need by the user [7][8][9][10].
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Diseased crop imagesreflect specific featuresascompared to the normal non-diseased images. Initidly images
were captured by digital mediafor both; leaf blast infected and leaf blast non-infected. Theseimagesreflected
unique wavelet featuresas compared to each other. These wave et features have been extracted to createriceleaf
blast disease recognition mode using neural network.

Discrete wavelet transform (DWT) isamathematica tool to analyzeimages at multiple resolutions. DWT
provides spatial and frequency characterigicsingght of theimage. The DWT usestwo functions, wavelet function
¢ and scaling functiony to perform simultaneoudy, the multi-resolution analysis (MRA) of any image (x,y) . The
discrete wavelet function @ serving asahigh passfilter, generated the detailed version (high-frequency components)
of the decomposed signal and the scaling function y generated the approximated version (low-frequency
components) of theimage[ 11]. Thewavelet function and scaing functiony possessthe propertiesof separaility,
trandatebility, scalability, multiresolution compatibility and orthogonality.

Inwavelet transform, input is decomposed into four lower resolution (or lower scale) components. TheW(p?
coefficients are created viatwo lowpassfilters(i.e. h(p —based) and arethus called approximation coefficients,
{W(p' fori=H,V,D} arehorizontd, vertica and diagona detail coefficient respectively. Output W(p (, m, n)can
be used as a subsequent input, W(p ( + 1, m, n), for creating even lower resolution components; Original Image
f(x, y) isthe highest resolution representation available and serves asthe input for thefirst iteration.

Infast wavelet transform, both ¢(x) and y(y) canbearticulated aslinear combinationsof double-resolution
copiesof themselves. That is, viathe seriesexpansonsby the following equations:

e(x) = D_h,(N2p(2x~-n) )

w(x) = 2N, (NV20(2x—n) @)

Where h(p and hw —theexpansion coefficients- are caled scaling and wavelet vectors, respectively. They are
filter coefficient of thefast wavelet transform (FWT), aniterative computationa approachto theDWT [12].

1.3. Artificial Neural Network (ANN)

ANN hasbeen designed to emulate human brain artificially. ANN architecture consstsof alarge number of
neuronsorganized indifferent layers. These neuronsof onelayer are connected to those of another layer by means
of weights ANN istrained to carry out aparticular task by making proper adjustment of itsarchitecture, connecting
weightsand other parameters. Training is usually done by supervised, unsupervised or reinforcement learning
technique. Main stepsneeded to design automated leaf blast diseaserecognition modelsusngANN are:

1. Designtopologiesof ANN based ontraining input and target output.

2. Initialization of required parameter of ANN.

3. Apply learning law to update weights and other parameter during training.
4. Evduate performance of ANN model and post processing.

Back Propagation Neural Network (BPNN) isamulti-layer forward network using extend gradient-descent
based deltarlearning rule. BPNN provide acomputationdly efficient method to updatetheweightswith differentiable
activation function units, during learning for each training set of input-output examples.

1.4. Componentsof rice leaf blast disease recognizer

Componentsof riceleaf blast diseaserecognizer using BPNN isgivenin Figure 1. Rice leaf blast infected and
noninfected imageswere cgptured by digital means. After preprocessing, approximetion coefficient wavelet festures
were extracted separately for disease infected and disease non-infected images. These extracted featuresare
divided into two data set; training and testing data sets. According to the number of input and output size of data
sets, BPNN model had been crested separately. After training, performance of thesetwo modelshad been evduated
by testing data sets.
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Fig. 1. Components of rice leaf blast disease recognizer using BPNN.

List of symbolsused to describe methodology isgiveninTable 1.

Table 1. List of symbols.

Symbol Description

I,j,andk I ndices of imagesand neuronsin multilayer feed forward network
Im Croppedimagei;i=1,2,... N-1

Im Set of cropped images

N Totd input images

I Normalizeimages i

R, G, and B, Red, Greenand Blue componentsof image I,

Loy _ Low-passHaar decompositionfilter

Hi High-passHaar decomposition filter

d
Ca_Rii ,Ca_G,, and Ca_B,

SD

¢

SDJ'
CcC
Ca Rsd,
Ca G«

Ca Bsd,

e(n)
()
d(n)
y;(n)

Approximation coefficient wavelet featuresof R, G,, and B,
Set of tow-dimengona standard deviation of approximation
coefficient wavelet features
Mean of Column]j
Standard Deviation of Column
Mean of Row
Two-dimensiond Standard Deviationof Ca_R;
Two-dimensiond Standard Deviationof Ca_G,
Two-dimensiond Standard Deviationof Ca_B,
nthtraining pattern
| nstantaneous sum of error squareor error energy at iterationn
Error signd at theoutput of neuronj for iterationn
Dedred responsefor neuron
Output of neuronj at iterationn
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Symbol Description

wji(') Synaptic weight connecting the output of neuroni to theinput of neuronj at
iterationn at layer | of the network

iji(n) Correction applied toweight at iterationn

9 j(n) induced local field of neuronj at iteration n

¢ () Activation function associated with neuron |

bj Biasapplied to neuronj

Wi Biasweight

X (n) ithelement of theinput vector

o, (n) kth element of theoveral output vector

n learning rate parameter

L Depth of the network

I Layer of multilayer perceptron; 1 =1, 2, ...,L

m, Sizeof theinput layer

m, Sizeof theith hiddenlayer;i=1,2,...,L-1

m_(=M) Sizeof output layer

9,0 (n) Induced locdl field for neuron j inlayer |

wji(') (n) synaptic weight of neuronj inlayer |

y.O(n) Output signd of neuroni inthepreviouslayer | at iterationn

b® (n) Biasto neuron j inlayer |

A, (n) Weight update value

2.PROPOSED ALGORITHM
Outlineof the system componentsare shown in Figurel. Processing stepsaregiven below:
2.1. Imageacquisition

Image had been captured fromricecrop field by digital camera. Imageswere collected under two categories,
first leaf blast diseaseinfected imagesand another category is normal images (Images which werenot infected by
thedisease).

2.2. Image preprocessing

In pre-processing step, cropping and resizing operation has been performed intheacquired images. Captured
images are stored into two independent groups, onefor normal images and another for leaf blast infected images.
| ndependently cropping operation has been performed in both groups and manually, according to regionof interest,
cropped images are selected. These cropped images are resized to overcome with the limitation of memory.
Normal imagesaredirectly forwarded for feature extraction, but leaf blast infected cropped imagesareforwarded
for thesegmentation using Otsu’smethod [ 12]. This method assumesthat entire pixels of image belong into two
classes, foreground pixelsand background pixels. It then calculatesthe optimumthreshold vaue, separating the
two classes, so that their intra-class varianceisminimal, or equivaently inter-classvarianceismaximal.

2.3. Wavelet feature extraction

Discretewavelet transform (DWT) isamathematical tool to processany digitd imagesat multiple resolutions.
It providesingght into animage'sspatia and frequency characteristics. Following stepshave beenused to extract
wavel et featuresof normal cropped images and segmented leaf blast infected images separately.
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Sep 1: Selectimagesfrom both group separately. Let set of imagesin any individua group isim, denoted as

Step 2: Repeat step 3for al imagesi =1, 2, 3,...,N
Sep 3: Computefollowing steps:
(i) Readimagesim
(ii) Resizeimagelm
(iii) Normalizeimages, I, =1m/255
(iv) Extract Red component (R.), Greencomponent (G;) and Blue component (B;) of eachimage?l..
(v) Createdecomposition, low-pass( Lo,) and high-pass(Hi ;) Haar filters,
(vi) Performsinglelevel, 2-dimensional decompositionof R, G, and B, using Lo, and Hi , and compute
approximation coefficient wavelet featuresof R, G, and B, asCa_R,, Ca_G,, and Ca_B,.
(vii) Compute 2-dimensiond standard deviation of Ca_R;, Ca_G,, and Ca_B; of eachimageas x = (X, X,,
o X . %) Of sizeof N x 3 by computing following step for eachimagesN.
fori=1,2.,N
(@ Computesizeof Ca_R, asm,nwheremistota number of row and nistota number of column.
(b) Compute standard deviation (SD) of each column n by using (4) where
SD={3SD,,SD,,...,SD,} . Ca_R; represent 2-dimensiona matrix of szemx nand (k, j) represent

index number of the matrix.
for ] =212..,n
1om .
C = — X iCaRr (k) ®
33 = 1 m . 2 5 (4)
| = | =X a(CaRi(k )-C)
end
(0 Againcomputethestandard deviation of SD
for ] =12..,n
lon
CC = EZMSD,- (5)
1on
Ca Rsd. = (EZk—l(SDj —CCZ)“] (6)
end
(d) Repeat step a-c to compute 2-dimensional standard deviation of Ca_G;, and Ca_B, asCa_Gsd,
and Ca_Bsd,
() Returnx where x; = [Ca_Rsd, Ca_Gsd, Ca Bsd]
end

2.4. Back Propagation Neural Network implementation

BPNN isamultilayered feed forward neura network, where Resilient back propagationlearning algorithmis
used to reduce the harmful influence of the Sze of the partia derivativesontheweight step. Weight update depends
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only onthesgn of the partid derivativesof thetotd error energy ﬂ?r)]) Individua updatevalueAji(n) determines
OW;
og(n)

ow; (n)

the size of weight update Aw, (n) according to sign of - Stepsof Reslient back-propagation algorithm

cyclesthroughthetraining sample { (x(n), d(n))}\., areasfollows[13]:

Step 1: Createnetwork and initializethe synaptic weights wi’ (n) andindividual update-value A, (n) and
momentum congtant ?

Step 2 : Passtraining examplesin the network with a minimum number of epoch/ mean square error to
perform the sequence of forward and backward computations.

Sep 3: Apply input vector x(n) to theinput layer and desired response vector d(n) to the output layer of
computation nodesfor each training example (x(n), d(n)) inan epoch, and perform stepsfrom a-f:

(8 Computetheinduced local fieldsand 9’ (n) for neuronj inlayer I isof the network

m
9P () = 2w () ' () + b(n) @)
(b) Computeoutput signa Y of neuron j inlayer | where
1
M - T
yi’ = 0 )
j 1o &

(i) If neuronjisinthefirst hiddenlayer (i.e.l=1),set y{¥ = x.(n) wherex(n) isthejth ement of the
i i )ﬁ

input vector x(n).
(i) If neuron jisintheoutput layer (i.e.| = L whereL isreferredto asthe depth of the network), set
y;’ =0;(n)
(© Computetheerror signd 8 (n) = dj (n)— oj(n) 9)
0
(d) Compute ﬁ according to the chain rule of the ca culusfor output layer and hidden layer
i

oe(n) oe(n) 68j(n) ayj (n) 88j(n) _

— ——e ‘(9. .
ow, () = 0 () 2y, () 29, () Wy () e (No;(8;(n)y.(n) (10)
(e) Computeweight update by using following rule
—A, (), if &) g
ow;; (n)
A =9 A, it g (1
e ow;; (n)
0 else
(H Update synaptic weight according to generalized deltarule, by including amomentumterm as shown
below:
W (n+1) = Wi (n) + a[wi (n—1) +Aw; (n) (12)

a isthe momentum constant.



Rice Leaf Blast Disease Recognition Using Wavel et Featuresand Neural Network 53
3.EXPERIMENT AND RESULT
3.1. Acquired imagesfrom thefield

RGB images have been captured fromrice crop field by digital camera ( SONY DSC-H300 model) with
dimensions of 5152 x 3864 pixels. Total 200 leaf blast infected images and 120 normal images have been
captured fromthefield. Sample of normal imagesis shown in Figure 2 and leaf blast infected imagesare shown

inFigure 3.

Fig. 2. Sample of acquired normal images.

Fig. 3. Sample of leaf blast infected images.

3.2. Cropped I mages

Imagesare cropped to process on specific region of interest. Manually, 131 leaf blast infected imagesand
153 normal images had been selected and reszed at 205 x 410 pixels. Sample of the cropped imagesare shown
inFigure4.

Fig. 4. Cropped images.

3.3. Extracted wavelet features

Sample of wavelet features of rice leaf blast infected imagesare shownin Table 2 and normal riceimage
featuresare shownin Table 3.
Table 2. Wavelet features of leaf blast infected images

Imi/x; Ca_Rsd, Ca_Gsd, Ca_Bsd,
Im, 0.2298 0.1311 0.1409
Im, 0.2724 0.1891 0.2402

Im, 0.2823 0.1925 0.2066
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Table 3. Wavelet features of normal rice crop images.

Imi/x; Ca_Rsd, Ca_Gsd, Ca_Bsd,
Im, 0.1472 0.1520 0.1026
Im, 0.1398 0.1336 0.1168
Im, 0.1539 0.1643 0.1108

3.4. Implementation of BPNN M odel

Network size of 3-20-10-2 has been created where the number of input neuronis3, output neuronis2 and
two hiddenlayer of 9ze 20 and 10 has been created. Total 122 normal imagesand 105 leaf blast infected images
areused totrain BPNN moddl. Figure5, showslearning curve of BPNN. Table 4 representsconfuson matrix and
Table 5 givesthe performance of the proposed BPNN moddl. Averageefficiency to recognizing ricelesf with blast
disease infected and not infected, is 92% shown in confusion matrix. After training, 31 norma and 26 leaf blast
infected, new imageswere used to test efficiency of the model. This proposed model gave 91% efficiency to
recognizericeleaf which may beinfected by leaf blast or not infected by leaf blast.

Best Validation Performance is 0.03856 at epoch 26
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Fig. 5. Performance matrix of BPNN after testing new data.

Table4. Confusion matrix BPNN.
Confusion Matrix

Target Class
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Table5. Performancematrix of BPNN after testing new data.

Modée/Efficiency Leaf Blast Image Normal Rice Image Average | mage
Recognition Recognition Recognition
BPNN 88% 94% 91%

4. CONCLUS ON

Crop disease pattern recognition mostly depend upon human expertise which sometime make err, cause of
hugeloss of crop. Proposed BPNN model give 91% accuracy to recognize leaf; infected by leaf blast disease or
non infected with disease. Thismodel can be consider asone basic step to automate disease recognition process
in uncontrolled environment. This method can be extended to recognize more then one diseases.
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