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Performance Analysis of Web Services
Under HTTP Attack Using GENI Testhbhed
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Abstract : Internet has gained popularity at amazing rate in order to share the ideas between people and have
reduced the communication barriers among people. Regrettably, the usage of Internet has bring sharp rise of
DDosS attacks. DDoS attacks are getting more sophisticated and intense every year. A number of techniques
are proposed in literature to combat DDoS attacks but they are very hard to detect. It is very difficult to
distinguish legitimate user traffic from attack traffic which spread across so many points of origin. In this
paper, we have measure the performance of DDoS attacks on HT TP service. Global Environment for Network
Innovations (GENI) tesbed is used to generate legitimate and attack traffic. The DDoS attack is launched at
varying strengths and impact is measured in terms of metrics such as, Throughput (Goodput, Badput), Average
Response time and Round Trip time metrics.
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1. INTRODUCTION

Thelnternet isaglobal system of interconnecting computer networksthat usetheinter protocol suite (TCP/
IP) to link several billion devicesworldwide. It isaNetwork of Networksthat consists of millions of private,
public, academic, business and government networks of alocal to global scope, linked by a broad array of
electronic, wirdlessand optical networking technologies[20].

When you are using internet Resources, hardware and software, components are the target of malicious
attemptsto gain unauthorized control to cause interruptions or access private information. A computer user canbe
tricked into downloading software onto acomputer that isof maliciousintent. Such as software comesin many
forms, such asviruses, Trojan horses, spyware and worms. There are various attacks on the internet resources
such as; Passive attacks, Active attacks, and Distributed attacks.

InGENI platformthe experimenters performown worksonthe DDoS (Digributed Denid of service) attacks.
Distributed Denial of Service (DDoS) isdefined as an attack in which multiple compromised and vulnerable
gystemsare used to attack asingletarget or victimmachineto make the service unavailable to the intended users.
DDoS attacks arelaunched from botnets large clusters of connected devices(e.g., cellphones, PCsor routers)
infected withmalwarethat allowsremote control by attackers. DDoS attacks are amplified fromof DDoS attacks
whereattackersdirect hundreds or eventhousands of compromised hostscalled zombies against asingletarget.
Thewiddy used World Wide Web environment isalso proneto DDoS attacks. Thishasbeen demonstrated by the
large number of exploits against web services, browsersand application. Traditionaly, DDoSattacks are carried
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out at thenetwork layer, suchasICMPflooding, SY N flooding, and UDPflooding, which are called Flooding
DDoSattacks[9]. Theintent of theseattacksisto consumethe network bandwidth and deny serviceto legitimate
users of the victim systems. Since many studies have noticed this type of attack and have proposed different
schemes (e.g., network measure) to protect the network and equipment frombandwidth attacks, it isnot aseasy
asinthe past for attackersto launchthe DDoS attacks based on network layer [ 17]. When thesimpleflooding-
DDosS attacksfail, attackers shift their offensive strategies to application-layer attacks and establish amore
sophisticated type of DDoS attacks[7]. To circumvent detection, they attack the victimWeb serversby HTTP
GET requests(e.g., HT TP Hooding) and pulling largeimagefilesfromthe victim server in overwhelming numbers
[6]. Inanother instance, attackersrun amassive number of queriesthrough the victim search engine or database
query to bring the server down. We call such attacks application-layer DDoS attacks. The god of DDoS attacksto
overloadsthe server with unwanted traffic and Second goal isto acquire the bandwidth by generating the large
volume of unwanted traffic[ 13] . Asshowninfigurel.
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Distributed Denial Of Service Attacks (DDoS) - Architecture Diagram

Fig. 1. Architecture of DDoS Attacks.

In order to devise acomprehensive DDoS solution, thereis need to study and measurethe performance of
DDoS attack against web server. In thispaper we measure the performance of DDoS attacksin various attack
scenariosintermof following metrics: Throughput, Responsetime and Round trip time[19].

Inthis paper, we haveinvestigated variousNetwork Research Vdidation Techniqueslike Smulation, Emulation
and Red-Time Experiments used for the validation of various DDoS detection methods. Out of these Validation
Techniques, GENI isextremely used in Network Related Research based onrea time experiments[1].

GENI TESBED

The GENI (Globa Environment for Networking Innovation) isasuit of researchinfrastructure rapidly taking
shapein prototypefromacrossthe United States. It issponsored by the national sciencefoundation, withthegoa
of providing alaboratory environment for networking and distributed systemsresearch and education [ 3].

GENI AND ITSARCHITECTURE

GENI isanew network testbed, nationwidesuite of infrastructure supporting researchin networking, distributed
systems, security and novel application. Global Environment For Network Innovationisadistributed virtual
laboratory sponsored by the U.S NSF (Nationa Science Foundation) and available without chargefor research
and classsoomuse. It iswell suited for exploring networksat large scale, thereby promoting innovation in network
science and services[5]. GENI adlowsexperimentersto:
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Obtain compute resourcesfrom location around the United States.

Connect resourcesusing Layer 2 topologiesin network best suited to their experiments.
Install custom operating systems and software on these compute resources.

Control network switchesinther experiment handletraffic flows.

Run layer 3and above protocolsby ingtalling protocols softwarein their compute resourcesand providing
flow controllersfor their switches. Asshowninfigure2[5].
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Fig.2. Resource available to GENI experiments includes GENI Racks, regional and national
backbone networks and WIMAX base station.

Use of GENI

GENI might beright for you if your experiment requires.

1. GENI haslargescale experiment infrastructure. GENI can potentialy provide you moreresourcesthanis
typicaly foundinany onelaboratory. GENI givesyou accessto hundreds of widely distributed resources
such asvirtua machine and bare machines and network resources such aslink switchesand Wimax base
dations.

2. GENI hasNon-IP connectivity acrossresources. GENI alowsyou to set up layer 2 connection between
resourcesand runown layer 3.

3. In GENI has Deep programmability. With GENI you can program not only the end hosts of your
experimental network but also the switchesin coreof your Network.

4. You canget exclusive accessto certain GENI resourcesincluding CPU resourcesand network resources
by using Reproducibility.

5. GENI hastwo insrumentation and measurement systemsthat you can useto instrument your experiments.
These provide active and passive measurements, datastorage and toolsfor visualizing and analyzing
measurement data[21].

GENI Key Concepts

GENI key conceptsintroducesvarioustermsyou will need to know beforeyou use GENI.GENI experimenter
workflow that tiestogether these conceptsand terms.

1. GENI Project : InGENI aproject organizesresearch both people and their experiments. GENI provide
aportal for an individual’sresearcher. The project is created by a single responsible individual. The
individual lead the project. Projects have many experimentersasits membersand experimenter may bea
member of various projects. In GENI has provided aunique account for theresearcher. The researcher
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must haveproject leader and privilegesto create projectsbut only any senior Professor of any organization
can leadsonly. For examples: Students cannot be project leads.

2. Slice: GENI isashared testbed in which multiple experimentersmay be running multiple experimentsat
thesametime. A diceisacontainer inwhich you performmultiple experiments such as make topologies.
The project head isautomatically member of the dice. The experimenter only usesthoseresourcesthey
will provide by GPO (GENI project office). GENI use the concept of dicsehility fromthe planetiab
testbed. GENI supports multiple models of visualization even for asingleresourcetype.

3. GENI Aggregates: The Global Environment for Networking Innovation has provided aggregates
resourcesto GENI experimenters. [n which Experimentersmay request to the resourcesfromthis GPO
aggregate and thenadd to dice. GENI hasmultiple aggregates. Each aggregate providesitsown resources.
Some aggregates provide Virtual Machines or bare machinesfor compute resourcesand some provide
networking resourcesthat experimenters can used to compute resources. There are multiple aggregates
inGENI [2]. AsshowninFigure 3[5].
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Fig 3. GENI Aggregates. Fig 4. GENI RSpecand AM API.

4. GENI RSpecsand GENI AM API : GENI RSpecsis Resource specification document that isused to
request the resourcesfrom aggreates and AM APl isAggregate Manger that provides the available
aggregatesto theexperimenter [10]. Asshowninfigure4[1].

2.RELATEDWORK

DDoS attack’simpact metricsare closdly related with measuring the effectivenessof DDoS defense gpproaches
At present, there are no benchmarksinterms of effective metricsfor evaluating DDoS attack impact and defense
srategies[16]. Most of the researchers measurethe Performance of aDDoS attack on network traffic. Most of
exigting strategies measuretheimpact metricswith attack and without attack scenarios. Daljeet et.d [8] designed
adumb-bell topology and generated FTP traffic and measuresthe various performance metrics. Kaur et.al [14]
characterize and compare the popular DDoS attack tools used by the attackersin recent times, their modus
operandi and types of attacks, they launch. Sachdeva et.al [ 18] measure the impacts of DDoS attacks using
DETER testbed. Behal et.d [4] comparethe variousvalidation techniquesused for network based experiments.
They proposeanew paradigm of redl datasetsand givesdirectionto theresearcher community to useredl experiments
for better results.

Inthis paper, we have explored anew red experimentation testbed named as GENI whichisbased on using
thered systemsfor the network based experiments. We have used thistestbed to generate HT TP DDoS attacks
and their impact on web server ismeasured in terms of various performance metrics.

3.PERFORMANE METRICS

Intheinternet growing number of DDoS attacksthat bring down theinternet sitesworldwide continually.
DDoS attacksgoal isto makean entire website unavailableto itsregular visitorsor customers. A few minutesof
downtime can be expensive for all users[15]. DDoS attacks cripple websites, interrupt business operations,
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interfere with cusomer support, and inflict brand damage the targeted organizations. The DDoS attacks study
surveyed 450 companiesin North Americaacross multiple sectors, including financid services, technology, retail,
government/public sector, health care, energy, telecommunications, e-commerce, I nternet servicesand media
indugtries. When DDoS attacksare launched, the various performance metricsare affected. Inrecent work, our
focusison measuring these performance metrics and comparing themwithout and with attacks[12].

3.1. Throughput (o)

Throughput can be classfied asthe volume or amount of data or traffic that can flow throughanetwork a a
given time. Throughput can be used to measure network efficiency and performancein the sense that alow
throughput offerslow network performance and vice versa. Throughput is measured interms of good-put and
bad-put respectively. Good-put is defined as no. of bytesper second of legitimate traffic that arereceived at the
server and bad-put is defined as no. of bytes per second of attack traffic that arereceived at the server.

o = (bl +ba)/A, bl, baand A representsno. of legitimate bytes, no. of attack bytes
and time window for analysisrespectively

3.2 Response Time (o)

Responsetimeisameasure of theamount of timerequired for apacketsto travel acrossanetwork path from
asender to areceiver.
o =tc+td+ts
For example, The time taken for a packet to travel from client to server (tc) + server delay (td) + Time
required for packet to reachto client from server(ts).

3.3.Round Trip Time(RTT) ()
Round-trip time (RTT) isthetimerequired for asignal pulseor packetsto travel fromaspecific sourceto a
gpecific destination and back again.
H=Xty
xistimeto travel from sourceto destination and y istimeto travel from destination back to source
Table 1. All performancemetricsareshow in

Metric Description

Throughput o Va = (bl +ba)/A, bl,baand representsno. of legitimate bytes, no. of attack
bytes and timewindow for analysis respectively.

Response Time 3 B =tc+td+ts, the timetakenfor a packet to travel fromclient to server
(tc) + server delay (td) + Timerequired for packet to reach to client from
server(ts).

Round TripTimep u=X+Y, X istimeto travel fromsourceto destinationand Y istimeto

travel from destination back to source

All the metrics are measured with and without attacks. The experimentsare conducted in GENI Desktop tool
that isaperforming Experiment tool.

4. EXPERIMENTAL SETUP

We have used GENI testbed to evaluate our metricsin experiments usng with GENI Desktop. The GENI
Desktop isatool that supports multiple waysto visualizeadlice, and makesit easy to apply anoperationto a
subset of resourceswithinadlice[11]. GENI Desktop supports extensible functionality we called M odulesthat
perform commonly used operations like ssh, Downloads L og and Pcap files, Upload software’s, running a
command, rebooting nodesetc. GENI Desktop isfamiliarity with the Unix Command line.
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4.1. Experimental Topology

To show theexperimentd topology in Fig. 5 and inwhichthe Node-Oisaserver and Node-1to Node-6 is
clients. Theseclientsare used to send legitimatetraffic to server (node-0). The attacksnodesare Node-7 to Node
10 that sendsattack traffic to server. Inwhich add aglobal nodethat is an extranode (VM) that isautomaticaly
added to your dicewhen you sdlect the GENI Desktop tool. The purpose of the Global nodeisto the collect point
for dl instrumentation and measurement data collected by thedivers. Asshowninfigure5.
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Fig. 5. Experimental Topology.
4.2. LegitimateTraffic

We haveused HT TPtrafficin our experiment and thelegitimate nodes send the legitimate traffic to the server
for 240 secs.

4.3. Attack Traffic

We have used to generate the HT TP attacks. In our experiment we are launchestwo time attacks. Infirst
attack we are used only one node and in second attack we are used two nodes. The startsand stop time is same
both of attackstraffic to the server for 80th sec to 160th sec. So, Then we measure the performance of DDoS
attacksonHT TP service.

During Perform experimentswe are using varioustoolsas shownin Table 2.

Table 2. Tools used in experiments

Metric Description

GENI Desktop This tool is used for performing Experiment

HTTperf Thisisused for launching Legitimatetrafficto the server

GoldenEye Thisisused for generating Attack trafficto the server

Tepdump This is a package analyzer toolwhichisused to captureor filter packets.

5. RESULTSAND DISCUSSION
5.1 Throughput

Throughput isthe amount of datamoved successfully from sourceto destination at the given period of time. In
Fig. 6and Fg. 7, we have measured throughput interm of goodput and badput. Good-put is defined as no. of

bytes per second of legitimate traffic that are recelved at the server and bad-put is defined as no. of bytesper
second of attack traffic that arereceived at the server.
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Fig. 6. Variation of Goodput. Fig. 7. Variation of Badput.
5.2. Response Time

Thevery important metric to be measurein an attack would be server responsetime. The server performance
ischanging during the attack and could be measured by using commands. when the attack islaunched at that time,
responsetime start to increasing. We have showed the response time with and without attack in Fig. 8.
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Fig. 8. Variation of Average Response Time. Fig. 9. Variation of Average Round Trip Time

5.3.Round Trip Time

The timetaken by a packet to reach the destination and returnis called the Round trip time. ThisRTT isan
important metric for establishing aconnection. Whentheattack isinitiated, the RT T increasesup to 10 microseconds
which staysamost congtant till the end of the attack. We have showed the RTT during attack period inFig. 9and
Round trip Time (RTT). Inthis paper, we measure the impact of DDOS attack numbersof metrics.

6. CONCLUSON

After analyzing all the experiments we concluded the DD oS attack incidentsincreasing day by day. But to
measure the performance of these attacks various techniques also attaining new heights. We evaluated our
performance measurement on the GENI testbed. The GENI testbed allows carrying out the DDoS experimental in
asecure environment. Thereare Network Research Validation Techniques evaluating like Smulation, Emulation
and Real-Time but out of these summery GENI isvery promising distributed testbed. We launched several of
DDoS attackson GENI testbed and measure the performance of attacks. We have measured the performance of
generated attackswith the help of variousmetrics such as Throughput, Response Time.
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