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Abstract: With huge growth in textual data Text Mining, Text Analysis have gained research focus. This paper 
addresses the differences between Data Mining and Text Mining. It also discusses the Text Mining Applications and 
Relationship between text mining information retrieval and text mining. We propose the new approach adopted to 
analyze the text data consisting of text, barcode and images. We demonstrate the application of new approach in real 
life situation adopted in University of Mumbai.
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1. INTRODUCTION
Text mining is a relatively new area of computer science, and its use has grown as the unstructured data available 
continues to increase exponentially in both relevance and quantity. Text Analysis applications scan a set of 
documents written in a natural language. These applications model the document set for predictive classification 
purposes or populate a data base or search index with the information extracted. Text Analytics is the process 
of converting unstructured text data into meaningful data for analysis, to measure customer opinions, product 
reviews, feedback, to provide search facility, sentimental analysis (opinion mining) and entity modeling to support 
fact based decision making. Text analysis uses many linguistic, statistical, and machine learning techniques. 
Text Analytics involves information retrieval from unstructured data and the process of structuring the input 
text to derive patters and trends and evaluating and interpreting the output data. It also involves lexical analysis, 
categorization, clustering, pattern recognition, tagging, annotation, information extraction, link and association 
analysis, visualization, and predictive analytics. Text Analytics determines key words, topics, category, semantics, 
tags from the millions of text data available in an organization in different files and formats. The term Text 
Analytics is roughly synonymous with text mining.

2. LITERATURE REVIEW
The information retrieval (IR) process of data mining requires extraction of valid patterns and relationships in 
very large data sets automatically [6] [7]. It is usually portrayed like a “voyage into the unknown”, and hence 
requires the use of techniques from AI and statistics, such as machine learning, pattern recognition, classification, 
and visualization [8] [9]. Text mining is a burgeoning new field that attempts to glean meaningful information 
from natural language text. It may be loosely characterized as the process of analysing text to extract information 
that is useful for particular purposes[41]. The phrase “text mining” is generally used to denote any system that 
analyses large quantities of natural language text and detects lexical or linguistic usage patterns in an attempt to 
extract probably useful (although only probably correct) information [42].’ It is estimated that 80% of the world’s 
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on-line content is based on text’ [43]. Text mining ‘performs various searching functions, linguistic analysis 
and categorizations’. Search engines focus on text search, especially directed at ‘text-based web content’ [43]. 
Data mining is a step in the process of knowledge discovery from data (KDD). KDD concerns the acquisition 
of new, important, valid and useful knowledge from data. Berson and Smith [44] maintain that: ‘In the case of 
large databases sometimes users are asking the impossible: “Tell me something I didn’t know but would like 
to know.”

Data mining is a proactive process that automatically searches data for new relationships and anomalies on 
which to base business decisions in order to gain competitive advantage [45]. Although data mining might always 
require some interaction between the investigator and the data-mining tool, it may be considered as an automatic 
process because ‘data-mining tools automatically search the data for anomalies and possible relationships, 
thereby identifying problems that have not yet been identified by the end user’, while mere data analysis ‘relies 
on the end users to define the problem, select the data, and initiate the appropriate data analyses to generate the 
information that helps model and solve problems they uncovered’ [45]. Text analysis is about deriving high-
quality structured data from unstructured text. Another name for text analytics is text mining. A good reason for 
using text analytics might be to extract additional data about customers from unstructured data sources to enrich 
customer master data, to produce new customer insight or to determine sentiment about products and services.
[46]. This paper aims to address the gap in literature by proposing an intelligent Text Analysis framework for 
mining knowledge from Text data.

3. COMPARISON BETWEEN DATA MINING AND TEXT MINING
Text Mining and Data Mining are becoming increasingly widespread as companies try to tackle their unstructured 
information, or big data, for business value. While the goal is often the same—exploiting information for 
knowledge discovery—these techniques vary significantly when it comes to data complexity, deployment time 
and application. Here we will take a deeper look at how they are applied in real-world projects.

First we will see their definitions: Data mining is a process based on algorithms to analyze and extract 
useful information from data. It can be used to automatically discover hidden patterns and relationships in 
data, and to predict outcomes from large data sets.

Text mining is the set of processes required to turn unstructured text documents or resources into 
valuable structured information. This requires both sophisticated linguistic and statistical techniques able 
to analyze unstructured text formats and techniques that combine each document with actionable metadata, 
which can be considered a sort of anchor in structuring this type of data. Once content has been annotated, it 
can automatically be classified, routed, summarized, visualized through link mapping and, most importantly, it 
becomes easier to search.

While the end goals are quite similar—use information to fuel decision making, reduce costs and increase 
revenue for business activities like issues detection, analysis and correction, or knowledge discovery, forecasting 
and strategic planning—we need to look closely at text mining vs. data mining to understand how they are 
different.

A. Data Mining vs Text Mining: Unstructured Versus Structured Data
(i) Data mining systems essentially analyze figures that may be described as homogeneous and universal. 

They extract, transform and load data into a data warehouse [5]. Business analysts use data mining 
software applications to present analyzed data in easily understandable forms, such as graphs. 
Currencies, dates, names, might have to be managed, but they are easy to link to data and do not 
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require any deep understanding of their context.

(ii) Text mining tools have to face major technical challenges such as heterogeneous document formats 
(text documents, emails, social media posts, verbatim text, etc.), as well as multilingual texts and 
abbreviations and slang typical of SMS language.

B. Data Mining vs Text Mining: Deployment Time
(i) Data mining is focused on data-dependent activities such as accounting, purchasing, supply chain, 

CRM, etc. The required data is easy to access and homogeneous. Once algorithms are defined, the 
solution can be quickly deployed.

(ii) The complexity of the data processed make text mining projects longer to deploy. Text mining counts 
several intermediary linguistic stages of analysis before it can enrich content (language guessing, 
tokenization, segmentation, morpho-syntactic analysis, disambiguation, cross references, etc.). Next, 
relevant terms extraction and metadata association steps tackle structuring the unstructured content 
to nurture domain-specific applications [41]. Moreover, projects may involve some heterogeneous 
languages, formats or domains. Finally, few companies have their own taxonomy. However, this is 
mandatory for starting a text mining project and it can take a few months to be developed.

C. Data Mining Vs Text Mining: Technology Perception
(i) Data mining has been considered a proven, robust and industrial technology for many decades.

(ii) Text mining was historically thought of as complex, domain-specific, language-specific, sensitive, 
experimental, etc. In other words, text mining was not understood well enough to have management 
support and therefore, was never valued as a ‘must-have’. However, with the advent of digitalization, 
the rise of social networks and increased connectivity, companies are now more concerned about their 
online reputation and are looking for ways to increase loyalty with customers in a world of increasing 
choice. As a result, sentiment analysis (opinion mining) is the new focus of text mining. Companies 
have realized that information is a strategic asset made of text and that text mining is no longer a 
luxury, but a necessity.

Thus while text and data mining are now considered complementary techniques required for efficient business 
management, text mining tools are becoming even more important. A subset of text mining, Natural Language 
Processing (NLP) is all the more relevant when the customer is 100% involved and available to help define accurate 
and complete domain-specific taxonomies. In turn, this helps information extraction and metadata association 
become easier and more efficient. Natural language will never be as easy to handle, but text mining is now more 
mature and its association with data mining makes more sense, as 80% of information is made of text.

4. THE RELATIONSHIP BETWEEN TEXT MINING INFORMATION RETRIEVAL 
AND TEXT MINING

Two topics are closely related. But is it appropriate to say “when the information is text format, the IR and 
TM are equivalent”? Text mining (TM) is vast area as compared to information retrieval. Typical text mining 
tasks include document classification, document clustering, building ontology, sentiment analysis, document 
summarization, Information extraction etc. Whereas information retrieval (IR) typically deals with crawling, 
parsing and indexing document, retrieving documents [16].

The intuition of text mining evolves while one studies data mining in general and constraints himself to 
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text. Majority of the techniques learnt/applied to general data can be extended to text. Information Retrieval is 
more to do with search engines - concerning mostly about queries, document retrieval (though its text most of 
the times). This is more of hybrid topic evolved using Machine Learning (ML), Natural Language Processing 
(NLP) techniques quite heavily.

5. TEXT MINING APPLICATIONS
Text Mining can be used to make the large quantities of unstructured data accessible and useful, thereby 
generating not only value, but delivering ROI (Return On Investment) from unstructured data management. 
Through techniques such as categorization, entity extraction, sentiment analysis and others, text mining extracts 
the useful information and knowledge hidden in text content. In the business world, this translates in being able 
to reveal insights, patterns and trends in even large volumes of unstructured data. In fact, it’s this ability to push 
aside all of the non-relevant material and provide answers that is leading to its rapid adoption, especially in large 
organizations. The following 10 text mining examples can give you an idea of how this technology is helping 
organizations today.

A. Risk Management: Insufficient risk analysis is often a leading cause of failure. This is especially true in 
the financial industry where adoption of Risk Management Software based on text mining technology 
can dramatically increase the ability to mitigate risk, enabling complete management of thousands of 
sources and petabytes of text documents, and providing the ability to link together information and 
be able to access the right information at the right time.

B. Knowledge Management: Not being able to find important information quickly is always a challenge 
when managing large volumes of text documents. Especially in Health care sector [8], organizations 
are challenged with a tremendous amount of information—decades of research in genomics and 
molecular techniques, for example, as well as volumes of clinical patient data—that could potentially 
be useful for their largest profit center, new product development. Here, knowledge management 
software based on text mining offer a clear and reliable solution for the “info-glut” problem.

C. Cybercrime prevention: The anonymous nature of the internet and the many communication features 
operated through it contribute to the increased risk of internet-based crimes. Today, text mining 
intelligence and anti-crime applications are making internet crime prevention easier for any enterprise 
and law enforcement or intelligence agencies.

D. Customer care service: Text mining, as well as natural language processing (NLP) are frequent 
applications for customer care. Today, text analytics software is frequently adopted to improve 
customer experience using different sources of valuable information such as surveys, trouble tickets, 
and customer call notes to improve the quality, effectiveness and speed in resolving problems [8]. 
Text analysis is used to provide a rapid, automated response to the customer, dramatically reducing 
their reliance on call center operators to solve problems.

E. Fraud detection through claims investigation: Text analytics is a tremendously effective technology 
in any domain where the majority of information is collected as text. Insurance companies are taking 
advantage of text mining technologies by combining the results of text analysis with structured data 
to prevent frauds and swiftly process claims.

F. Contextual Advertising: Digital advertising is a moderately new and growing field of application for 
text analytics. Here, companies such as Admantx have made text mining the core engine for contextual 
retargeting with great success. Compared to the traditional cookie-based approach, contextual 
advertising provides better accuracy, completely preserves the user’s privacy.
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G. Business intelligence: This process is used by large companies to uphold and support decision making. 
Here, text mining really makes the difference [8], enabling the analyst to quickly jump at the answer 
even when analyzing petabytes of internal and open source data. Applications such as the Cogito 
Intelligence Platform (link to CIP) are able to monitor thousands of sources and analyze large data 
volumes to extract from them only the relevant content.

H. Content enrichment: Though it is true that working with text content still requires a bit of human 
effort [21], text analytics techniques make a significant difference when it comes to being able to more 
effectively manage large volumes of information. Text mining techniques enrich content, providing a 
scalable layer to tag, organize and summarize the available content that makes it suitable for a variety 
of purposes.

I. Spam filtering: E-mail is an effective, fast and reasonably cheap way to communicate, but it comes 
with a dark side: spam. Today, spam is a major issue for internet service providers, increasing their 
costs for service management and hardware, software updating; for users, spam is an entry point 
for viruses and impacts productivity. Text mining techniques can be implemented to improve the 
effectiveness of statistical-based filtering methods.

J. Social media data analysis: Now a days, social media is one of the most inexhaustible sources of 
unstructured data that organizations have taken notice. Social media is increasingly being recognized 
as a valuable source of market and customer intelligence and companies are using it to analyze or 
predict customer needs and understand the perception of their brand. In both needs Text analytics 
can address both by analyzing large volumes of unstructured data, extracting opinions, emotions and 
sentiment and their relations with brands and products.

Though the above discussed applications are available in Market, there is No application available which will 
suit to University requirements. Hence we developed the new Text Analysis frame work for mining knowledge 
from text data typically the situation involved in many Universities. This will be useful for Universities having 
large number of students enrolled in Examination.

6. NEW TEXT ANALYSIS FRAME WORK

A. The Need for New Approach
As many applications make use of barcode and Optical Mark Recognition (OMR) systems to aid in automated 
information processing. Typically, we find their use in many university settings, where examination question 
papers and answer booklets adopt such systems and the answer booklets are captured by the system as images. 
One of the main reasons for this reform towards the use of OMR is firstly to protect the identity of the student 
writing the exam and the seat number of the student, before the answer booklet goes for evaluation to the examiner. 
Secondly, and more importantly, OMR systems are expected to aid in automate the process of answering the 
variety of queries raised that relate to the students’ exam results after evaluation. Such queries on the answer 
booklets require intelligent information retrieval and Text Analysis system.

One of the universities we considered for proposing our approach was University of Mumbai. This university 
conducts the examinations twice a year, and they are referred as First Half i.e. examinations conducted in 
April-May and Second Half i.e. examinations conducted in October-November. The total number of students 
enrolled in 2016 were 1,61,173 (One Sixty One Hundred Thousand and One Hundred and Seventy Three). Thus 
the volume of data is very high. For example, the B.Com. Examination of 2016, had around 80,000 candidates 
who appeared for their final examinations. B.Com. has 64 subjects and from these subjects, student can opt for 
7 subjects. Thus there are (80000 ¥ 7 = 560,000 answer booklets) i.e. half million and sixty thousand records 
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(answer books) for this one exam alone. Each answer booklet has 2 parts (560000 ¥ 2 = 1,120,000), and hence 
there results in One Million Twenty Thousand images for this single exam alone.

In the barcode system, the first page of each answer booklet is divided into two parts – the first part contains 
the student information like seat number, subject code, center code, etc. along with unique bar code. The second 
part contains examiner information such as marks awarded for each question, total marks scored, subject code, 
signature of examiner, bundle number, answer book number etc. along with unique bar code. This two parts 
are scanned and the images are stored in the database. After declaration of examination results, students may 
apply to make a query of their marks obtained, such as, verification of marks, revaluation of marks, view their 
answer booklet, etc.

Due to huge number of answer booklets collected during every exam, and considering security concerns 
as well as cost, manpower, and other resources involved in scanning all the pages of the entire answer booklet, 
the management has decided to only scan the first page that provides two parts, namely student information and 
examination information. Figure 1 gives a sample image capturing the first page of the exam booklet. All the 
answer booklets are stored physically in a storage location, and in order to answer any of the user queries, the 
answer booklet is manually retrieved from the physical storage location. To achieve this, information relevant 
to the query had to be filtered and extracted from this huge data of images manually for identifying the correct 
storage location code for physical retrieval of the booklet. With growing number of student population and different 
subjects and degrees being offered, it is not practical to accomplish this manually for a timely answering of these 
queries. In addition to the problem of timely response to the queries, there are several drawbacks of the existing 
system. We adopted a systematic feedback and review of their manual and IT systems to reveal the drawbacks 
[32] [33]. So to extract the relevant information quickly from this text data was a real challenge.

Figure 1: Sample scanned exam booklet with student and exam information

B. Proposed Intelligent Text Analysis Frame Work
A real-life situation described earlier is a typical example where IT plays an important role in automating the 
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processes for improving customer service and operations [34] [35]. Our proposed system consists of the following 
components:

(i) Uploading of scanned Images: This component uploads the images of all answer booklets consisting 
of First part (Student information) and Second part (Exam information). The images of First part have 
examination code, subject code, Bar code and other information of Student. While images of Second 
part have question wise and total marks given by Examiner or in some cases marks are also given 
by Moderator; examination code, subject code, bar code, bundle number, & answer book number. It 
also consist of processes to turn unstructured documents into structure information.

(ii) Linking of images: Images of First part and Second part are linked using the Barcode. Also, they are 
linked by examination code and seat number so that retrieval can be fast. For example, a query to 
retrieve the image based on seat number or subject code (examination code) would be much faster 
with such associations established.

(iii) Document Classification: This component is used to allocate an appropriate physical storage location 
for storing the answer booklet.

(iv) Document clustering and routing: This component does the information clustering and routing for 
initiating processes pertaining to other departments such as Photocopy Services department and 
Revaluation department.

(v) Summarization of data: This component does the summarization of data based on examination code, 
subject code, examiner code, etc.

(vi) Information extraction: This component consists of Query operations to transform the query in order 
to improve information extraction and retrieval.

(vi) Interactive visualization: This component interfaces with the front-end of the system which 
communicates with the query module to retrieve the images. For example - from these images the 
information about bundle number and answer booklet number can be used to retrieve the exact location 
in the storage for faster physical retrieval of the answer booklet.

Each component consists of sub-components and processes. But each component makes the framework 
smart by delivering capabilities to management and users to create predictive intelligence by uncovering patterns 
and relationships in both the structured and unstructured data.

7. CONCLUSION
Recently, we have witnessed the exponential increase in the amount of information being produced. This 
paper discusses the importance of Web Mining and new frame work for Text Analysis. The framework was 
implemented in automating the process of a physical search of the answer booklets of student examinations 
in a university setting. As the huge data comprises of many formats, including barcodes, student information, 
exam information, and image data, it has become mandatory to perform intelligent automation and to devise the 
methods of retrieving the relevant information.
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