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Performance Analysis of Social Network
Algorithms on Real World Networks

BhavnaArora* Archana Singh** Gaurav Dubey*** Neha Gaur****

Abstract : In the era of social networking, the size of networks is increasing day by day. Since the nodes in a
network may contain some hiddeninformeation, it is necessary to study thecommunity structure. Intheliterature,
there are several existing community detection algorithms to detect the community structure algorithms like
Walktrap, Multilevel, Eigenvector and InfoMap algorithm etc. In this paper, we have analyzed the modularity
valueof each of the algorithms of eight dissimilar sized real networks. We have also investigated the community
count of networks using each of the algorithms. The performance of different algorithms has been analyzed by
using different performance measures and we have emerged with an analysis that the multilevel algorithm
works best among all the other algorithms and the Variance of Information (vi) is found to have dissipated the
best value among four other performance measures. All the analysis is performed by using R programming
language. The plot of some real-world networks has also taken in the R- studio. Thereal networks are analyzed
in terms of modularity as well as time complexity.

Keywords : Real world networks; algorithms; community detection; performance measure.

1. INTRODUCTION

The networks aredesigned to bethenatural way of representing theinteraction of severa nodesvialinks. In
asocid graph, the nodesthat bear the denser intraconnectionsaresaid to possessthe community structure. This
community structure has been studied inthe literature which leadsto the several community detection agorithms.
Some of the algorithms are based on compression techniques, modularity based techniques, similarity based
techniquesetc. with an aim of detecting the community structure. The Walktrap algorithm[5], being asimilarity
based technique, usesthe hierarchica approach to unearth the community structure, whereasthe Eigenvector
dgorithmisaspectrd-partitioning gpproach that usesthe modularity metrix. Two other dgorithms, namdy, Multilevel
and InfoM ap are used in large-sized graph to detect the structure of the community. There exist several ways of
detecting such communities, but we have used adifferent approach by using R-programming language. TheR -
environment is defined to have a complete package for calculation of data and possess high storage and data
handling facility. It wasensued at Bell’slaboratory by Rick Becker, John Chambersand AllanWilks. It provides
variousfacilitiesof writing R- scripts, functions, commands and other statistical features. The R- programming has
found to be advantageous in terms of efficiency and ease of use. Many cran packages are supported by R-
programming language likeigraph, bigdataanalytics, R DataMining package. Here, we have used igraph package-
anetwork analysispackage, open source softwarethat isprogrammed in Python, C/C++ and R-programming
language. The extant research explored the similar typesof socia communities’ sructureusing various gpproaches
and algorithms. In the past, all the algorithms tested and used were applied on limited metrics. Since, al the
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approachesbelongsto different categories, it wasdifficult to attain summarized results. The state-of-art showsthat
that no investigation hasbeen madeyet, ontherea time socid networks. Thedifferent gorithmswere usedinthe
past but they werelacking intheanalysisonreal world datasets. Inthis paper, the parametersand the dgorithms
used for the comparisonsfocused more on rea world networksto detect overlapping communities. I nthispaper,
it explored the response of real time socia network using thesgnificant metrics. Theincreasing size of networks
compelstheresearchersto andyzetheinformation presented inthem. Thus, the study of community structure has
becomeimportant to understand. Since, the community isbased on the concept of dense connectionsbetweenthe
nodes[13], theliterature explored several existing community detection algorithmslike Walktrap algorithm,
Eigenvector dgorithm, Multilevel agorithm, FastGreedy algorithm, EdgeBetweennessagorithm, InfoMap agorithm
etc. We opted for some commonly known community detection algorithms that are known for their robust
performance. Somedgorithmslike EdgeBetweenness[14] are so prolonged that they areignoredinthe experimentd
analysis.The organization of the paper isas follows- In this paper, we studied the quality of partition, i.ethe
modularity value obtained by using each of the algorithms. The section 1 describesthe overview of community
detection dgorithms, namdly, Walktrap agorithm, Eigenvector dgorithm, Multileve agorithmand InfoMap dgorithm.
The section 2illustratesthe performance measures, i.enmi, vi, rand index, adjusted rand index and split-join and
modularity followed with experimenta analysisin section 3. The section4 conssts of resultsand discussion. The
article concludeswith the conclusionin section 5.

2.PROPOSED ALGORITHM

The networks aredesigned to bethenatural way of representing theinteraction of severa nodesvialinks. In
asocid graph, the nodesthat bear the denser intraconnectionsaresaid to possessthe community structure. This
community structure has been studied inthe literature which leadsto the several community detection agorithms.
Some of the algorithms are based on compression techniques, modularity based techniques, similarity based
techniquesetc. with anaim of detecting the community structure. The Walktrap algorithm, being asmilarity based
technique, usesthehierarchical approach to unearth the community structure,, whereasthe Eigenvector algorithm
isagpectra-partitioning gpproach that uses the modularity matrix. Two other algorithms, namely, Multilevel and
InfoMap are used in large-sized graph to detect the structure of the community. There exist several ways of
detecting such communities, but we have used adifferent approach by using R-programming language. TheR -
environment is defined to have a complete package for calculation of data and posses high storage and data
handling facility. It wasensued at Bell’slaboratory by Rick Becker, John Chambersand AllanWilks. It provides
variousfacilitiesof writing R- scripts, functions, commands and other statistical feastures. The R- programming has
found to be advantageous in terms of efficiency and ease of use. Many cran packages are supported by R-
programming language likeigraph, bigdataanalytics, R DataMining package. Here, we have used igraph package-
anetwork analysis package, an open source softwarethat isprogrammed in Python, C/C++ and R-programming
language. The extant researchexplored the smilar typesof socia communities structure using various approaches
and algorithms. In the past, all the algorithms tested and used were applied on limited metrics. Since, all the
approachesbeongsto different categories, it wasdifficult to attain summarized results. Thestate-of-art showsthat
that no investigation hasbeen madeyet, onthered time socid networks. Thedifferent dgorithmswereusedinthe
past but they werelacking intheanalysisonreal world datasets. Inthis paper, the parametersand the dgorithms
used for the comparisonsfocused more on rea world networksto detect overlapping communities. | nthispaper,
it explored the response of real time social network using the sgnificant metrics.

Theincreasing Sze of networks compelsthe researchersto analyzethe information presented inthem. Thus,
the study of community structure has become important to understand. Since, the community isbased onthe
concept of denseconnections betweenthe nodes| 13], theliterature explored severd existing community detection
algorithms like Walktrap algorithm, Eigenvector algorithm, Multilevel algorithm, FastGreedy algorithm,
EdgeBetweenness agorithm, InfoMap algorithm etc. We opted for some commonly known community detection
algorithmsthat are known for their robust performance. Some algorithms like EdgeBetweenness[14] are so
prolonged that they areignored in the experimental analysis.The organization of the paper isasfollows- Inthis
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paper, we studied the quality of partition, i.e the modularity value obtained by using each of the dgorithms. The
section 1 describesthe overview of community detection algorithms, namely, Walktrap algorithm, Eigenvector
agorithm, Multilevel dgorithmand InfoMap algorithm. Thesection 2illustratesthe performance measures, i.enm,
vi, rand index, adjusted rand index and split-join and modularity followed with experimental analysisin section 3.
The section4 consstsof resultsand discussion. The articleconcludeswiththe conclusionin section 5.

2.1. Community Detection Algorithms

Walktrap dgorithm: Thisagorithm devised adistance measured being introduced by Pascal Ponsand L atapy.
It used ahierarchical clustering approach efficiently to procure the community Sructure. Consder agraphwith‘n’
communities and randomly chose avertex, say ‘X'. Now, from vertex x, calculate the distance betweenall the
adjacent neighbors. Then, thepartition P={{x}, xeV} of agraphinto communitiesfollowsthethree steps
1. Choosethetwo communitiesto beunited based onthe distance measure.
2. Integratethetwo communitiesto formanew oneand generateanew partition.
3. Updatethedistance between them

2.2. Eigenvector algorithm

Thisagorithmwasakind of spectra-partitioning agorithm which used amodularity matrix for detecting
communities. It waswell explained by M.E.JNewman[ 8], who expressed the modularity intermsof matrix values
which define the optimization job intheform of linear algebra. It expressed that the detection of community
structurecan be possble by segregating the network into such communitiesthat possesshighmodularity value. The
eigenvalues and eigenvector of modularity matrix waswell suitable for finding the modularity of anetwork. It
showed atime complexity of O (n?) for sparse networks.

2.3. Multilevel algorithm

Multilevel community algorithm aimsto find the community structureinalarge network. According [2], it was
based on theoptimization agorithm of modularity and ishierarchical in nature. It consisted of two phases- at the
first phase, each community was being assgned to each node and modularity gain was caculated at each neighbor’s
end. Therelocation of the node happened if modularity gain came out to bepositive. Thus, all thenodesare shifted
to some other community in agreedy approach. This phase sopped when the maximum vaue of modularity was
obtained. Inthe second phase, a new graph was generated by re-assigning the nodesto the communities. The
process getsterminated when the gainin modularity cannot beincreased further. The multilevel algorithmhasfound
to be advantageousintermsof computational time and complexity. It has shown easy implementation and fast and
robust performance in large-scale networks. The InfoMap is acompression based technique that focused on
Huffman coding [10] [3]. It represented thelocal interaction among the nodeand the randomwalk was used for
theflow of information among thenodes. In thisalgorithm, time taken to visit each node by randomwalk was
calculated that used agreedy approach followed by smulated anneding- amodularity optimization to clarify the
results. The lnfoMap agorithm has also shownthe robust performance among thecommunity detection agorithms.

Varianceadf I nformation (VI) : Thevariance of information isanentropy and informetion based onsimilarity
measurewasintroduced. It computes thedistance between the two partitions of adataset chosen . Itisdefined as

VR (PIQ) = H (P/Q) + H(Q/P)

It exhibited somedistance propertiesand actsasatouchstonefor likening the partitions. [10]. The VI isan
independent of the count of pointsin the dataset, so the comparison among the different datasets was easily
achieved. The VI, being dependent onthe count of clusters, growslargely as 2logK where K iscluster count.

Normalized M utual Information (NM1) : - It isdefined as a clustering measure so that two different
partitions of a dataset can be compared with each other to explore the common information among them. It
generatesthe confusion matrix with atrade of real v/sfound communities. It isdefined as

2IN (P,
NeQ = 2N g
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Where N isnormalized mutud information (nmi) of two randomvariables, Pand Q. If thetwo partitionsare
found to beidentical, it generates an output 1, else 0. Rand Index- The Rand index was based on acount of pair
of points. Giventhetwo clustering A and B of aset of datapoints, say D, there can befour different categoriesto
which thesepairsof points. These categoriesare

a.M,,—thecount of all the pairsthat existsinthe same cluster in bothA and B,

b.M ,,—the count of all the pairsthat existsin thedifferent cluster inbothA and B,

Thus, the Randindex isdefined as

Rand (A, B) = MO0+ Ml%ll2

Where Rand (A, B) isa Rand index between the two clustering namely, A and B. So, the Rand index is
defined astheratio of all thenodesthat are correctly identified in the two partitionswith respect to the count of al
theelements.

1. Adjusted Rand index : Thisisanextension of Rand index. It considersthe expected index value and
generatesthe output withinarangeof [-1, 1].

2. Splitjoin: Itisalso split join distance between the different clusters.

3. Modularity : Modularity isakind of quality measure that detectsthequdity of apartitionand focuseson
finding the community existenceinarandomgraph.It isdevised by Girvanand Newmean [ 7] tofind out the
partition quality of the network. Thisisachieved by comparing theactual density of edgesin asubgraph
with the expected dengity without taking an account of the community structure. Thenull model beinga
replicaof theorigina graph, helpsto find out the expected edge density. The modularity can be defined as
the summeation of al pairsof nodes

M = 1/2e) (A, -P,)8(CR, —CR))

Where M isthemodularity measure, eisthe total number of edgesof agraph, A isthe adjacency matrix,
and Pisexpressed asthe expected number of edges present between thetwo nodes* m and ‘n’. The
deltafunction s generatesan output 1if two nodes‘m’ and ‘n’ existsinsamecommunity CR, i.e., if CR
=CR . Themodularity measure varieswith the size of the community.

3. EXPERIMENT AND RESULTS

This section describesthe types of real-world datasets that were used for the empirical analysis. We chose
social network dataset suchthat it coversall the major types of network. The dataset used here, consist of two
| nternet peer-to-peer network. Inthisfirst category, two graphsof collaboration networks, anetwork with ground
truth communities, asocia network and an email communication network. Overall, we considered 8 different
datasetsfrom severd other sources. Thefirst category of dataset chosenis|internet peer-to-peer network that
congstsof severad Gnutellanetworks. The main purpose of Gnutella, being an open search protocol, isfile sharing
and sgnifiesakind of virtud network having somerouting operations. The hostsin network topology arerepresented
by thevertices (nodes) and edgesrepresent the association between the hosts of the Gnutellanetwork. GnutellaD8
isadirected network having 6301 nodes and 20777 edges. The second category belongsto the online social
network where several users create their accountsto sharetheir information. The usersjoin many communities
according to their interest, hobbiesand their professionalism, etc. The ego-Facebook network isan undirected
network wherethe dataset consists of friend list of severa people from Facebook. Thesocia networking allows
the usersto generate their communal cliqueasper their interestsand profession. The dataset hasthe information
about thedifferent profiles, ego-networksand their cliques. The Facebook network congsts of 4039 nodes and
88234 edgeswith an adjacent clustering coefficient value of 0.6055. The ego-centric Facebook network. DBLP
collaboration network with ground truth communities. It isabibliography of computer science having plenty of
research papersavailable It representsthe authorsas nodes and other co- authors being connected to them, are
represented by edges. The authorshaving asame domain interest belongsto one community and the authorswho
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have published their paper in the same conference generate a scientific community. So, the conference venue
serves asa ground-truth community. It isalarge undirected co-authorship network with 317080 nodes and
1049866 edges. YouTube network, akind of social graph wherethe users can join asmany groups asthey want
to. The averagecommunity sizeis 13.50 with 8.385 communities. It isalargeundirected network with aclusering
coefficient of 0.08.Email-Enron dataset isacommunication network that consists of information about various
emall communication of amillion users. Theemail address of thenetwork representsthe nodesand edgesrepresent
the email conversation sent by anode ‘X' to ‘y’. Another category of the network isArXiv citation network that
congstsof GR-QC and HepTh network. GR-QC standsfor Generd Relativity and Quantum Cosmology network,
which congidersthe papersthat are published in cosmology category, whereasthe HepTh sgnifiesHigh Energy
Physics Theory collaboration network, which acollection of papers has published in physicstheory category.
Among thetwo datasets, GR-QC isthe smallest network having 5855 authorsas compared to HepTh having
9877 authors.

3.1. Plotsof different graphs

The different types of networks analysisisdone using R- programming language. it isevident that modularity
ishighest for the DBL P collaboration network when multilevel algorithmisapplied and lowest for Email-Enron
network when Infomap community detectionalgorithmrunsover it. Themodularity representsthe quality of partition
of thenetwork so, the DBL P generatesthe best partition among the different real-world networkswith multilevel
agorithm. Considering the Walktrap algorithmfor community detection, wefound that the best plit isgenerated
inthe DBLP collaborate on network, whereasthe lowest qudity of partitionis seen on Gnutellal nternet peer-to-
peer network. The modularity value of DBLPis0.81817 and Gnutella09 is 0.30901. When the eigenvector
algorithmrunsover the different real world network, the Ego-Facebook network showsthe best result with a
modularity vaueof 0.79913, whereasthepartition quality ispoor for DBL P network. The Ego- Facebook network
outperforms best with Eigenvector agorithmand | nfomap agorithmfor detecting the communitiesinthe network.

The multilevel agorithmfor community detection generatesthe modularity value of 0.88348 for DBLP
network and 0.46342 for aGnutellalnternet peer-to-peer network. After analyzing the modularity valueof all
the algorithms, we found that the multilevel community detection algorithmgives better quality of partitionfor al
types of real-world network. It has been found that the best quality partition valueis generated by DBLP
network and lowest valueisgenerated by Gnutella09 peer-2-peer network. The DBL P was poorer and Facebook
engender the highest value of modularity with Eigenvector agorithm. The Multilevel algorithm generatesthe best
modularity valuefor the DBL P collaboration network while the | nfomap generatesthe best modularity valuefor
CA-GrQc network. The above andysisleadsto thefact that multilevel algorithmis suitablefor all the networks
of different sizes.

3.3. CommunitiesCount table

Inthefollowingtable 1, it depicted the total number of communitiesfound in thereal-world networkswhen
different community detection algorithmruns over using R software. Thestudy suggested that thelargest number of
communitiesispresent inthe DBL Pcollaboration network with Walktrgp dgorithm. Theevidencefromtheandyss
revedsthat the number of communitiesdepends on the size of the network and the agorithm used for finding the
communities

Here, EV dgnifiesthe Eigenvector agorithm, ML sgnifiesthen Multileve agorithm, IM representsthelnfoM gp
agorithmand WT isWalktrap agorithm. The Rand index varies with the count of clusters(communities) and the
count of dataelements. The count of communitiesincreases and directly proportional to the Randindex value. The
lowest number of communities using Eigenvector and Multilevel algorithmswas observed in I nternet peer-to-peer
network and this count isincreasing aswe go downwards. The best performanceis generated for aYouTube
network with avalue of 0.9989, 0.9969 and 0.9988 respectively by using the Rand index.
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Tablel. Number of communitiesin different networks

Algorithm name Walktrap. Leading.eigenvector.  Infomap.community Multilevel.community
Graph name community(WT) com munity (EV) (IM) (ML)
P2p-Gnutd1a08 0.33860 040745 0.35056 046382
P2p-Gnutd1aD9 0.30901 0.40892 0.34780 0.46526
CA-GrQc 0.79332 0.78808 080702 0.86012
CA-HepTh 0.66370 0.60690 0.69705 0.76805
Ego-Facebook 08114 0.79913 0.76906 0.83478
Email- Enron 051179 043%44 0.12945 0.60508

Congdering the comparison of eigenvector withWalktrap, Imfomap and Multilevel agorithm, the Variance of
Information (vi) has shownthe best performance among all the four performance measures, ignoring split-joint
measure, for asmall sized network, i.e., Gnutellapeer- to-peer network. For small sized network, vi generatesan
output of a4.637 vaue whenanEV iscompared withthe ML algorithm, a5.545 valuewhenanEV iscompared
with the IM and 3.4507 value when EV is compared with the WT algorithm. Since, the Normalized mutual
informationisused to evaluate the comparison between the two modulesof areal- world socia network. Therefore,
the evaluation of nmi isperformed against four different agorithms, namely, Walktrap algorithm, Eigenvector
agorithm, Multilevel agorithm and Infomap agorithm and observed that Normalized mutual information (NM1)
has giventhe best performancefor aYouTubereal network with avalue of 0.9927 againgt EV and ML algorithm,
0.9867 againgt EV and IM algorithm and 0.9909 against EV and WT algorithm. The paper[4] explained that the
Variance of Information (vi) is defined as a performance measurethat islocal in nature. Thisimplied that the
amilarity betweenthetwo clustersdependsonly on their differencevaue and not ontherest of the network. For
small sized networks, vi generatesalow valueof smilarity, i.e., theArXiv citation network hasgenerated small
vaue. Thevi measurehasgenerated alowest value of 0.187 for aYouTube network when Eigenvector iscompared
with Multilevel dgorithm, avaue of 0.346 for aYouTubenetwork when Eigenvector iscompared with I nfomap
agorithm and avalue of 0.2348for a'YouTube network when Eigenvector iscompared with Walktrap agorithm.
Also notethat, thevi measure generatesalarger vauefor the email communication network for Eigenvector,

Walktrap and Infomap algorithms except acase where alarger valueisgenerated in Internet peer- to-peer
network. Thisimplied that asthe size of network increases, thevi value decreases exhibiting the best performance
for small sized networks. Adjusted rand index is an extension of Rand index. 1n paper[4] explained that the
adjusted randomindex does not depend onthe way of partitioning of the whole network. Theadjusted rand index
outperforms best in ego-Facebook socia network. Theego-Facebook network has produced thevalue of 0.7876,
0.5401, 0.5922 vduesfor EV and ML, EV and IM, and EV and WT agorithm respectively. It implied, thefact
that theadjusted rand index varieswith the size of the network and it increases asthe Szeincreases. Therefore, the
Internet peer-to-peer network being smaler in sze, showsthe lower vaue of thismeasure and Facebook social
network exhibitslarger value because of large size. However, inthe case of DBLP, thelarger insize, but dueto the
divison of structura groups showsweek performanceduring analysis. It isanexception and doesnot lead to any
conclusion.

Thetable2 depictsthat thelarge szed DBLP collaboration network and YouTube network has shown the
best performance among al the networks. The DBL P generated thelarge value of 139077 when eigenvector and
multilevel dgorithmistakeninto congderation for the comparison purpose and 148731 against the comparison of
elgenvector withthewaktrap agorithm.
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Table 2. Experimental time calculation (in seconds)

NETWORK Number of | Number of
l EV ML IM nodes edges
P2p- Gnutella08 7891 | 145 93 6301 20777
P2p- Gnutella09 11.5 1.92 2.64 |8114 26013
CA-GrQc 12.6 3.86 9.62 5242 14496
CA-Hepth 18.45 | 2.76 22.98 | 9877 25998
Email- Enron 20.76 | 2.71 55.36 | 36692 183831
Ego-Facebook 6.71 0.072 | 20.65 | 40338 88234
DBLP 41.48 | 45.60 | 7200 317080 1045866
YouTube 72 55 7500 1134880 2987642

Here, the table embodies the number of nodesand edges present inthe network and the experimental time
taken by each of the datasat to runthedgorithm. TheLV represents Eigenvector agorithm, ML representsMultilevel
agorithmand IM sgnifiesthe Infomap agorithm. The experimental time calculation givesalight onthe fact that
Multilevel performsfaster ascompared to other algorithms and I nfomap agorithm gradually becomesslower as
the size of the network isescalated.

3.4. Plotsdepicting experimental time

Infigure 1, the experimental time taken by each of the algorithmsis presented. It representsthe time with
respect to the number of nodespresent inthereal network.
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Fig. 1. Experimental time depiction of (a) Eigenvector algorithm (b) Multilevel algorithm and (c) Infomap algorithm
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4. RESULTSAND DISCUSSION

The ever increasing size of the social network has enabled the researchersto focus on the analysis and
detection of such communitiesthat exhibited some desirable propertiesand Eigenvector algorithm, b) Multilevel
agorithm, and ) Infomap dgorithm. The multilevel algorithmrunsin fractions of time and hence, showed the best
performancethan others. Thelargesized DBL Pgeneratesthebest partitionwith Multilevel and Walktrap algorithm
and theworst performance with eigenvector algorithm. It isevident from the above analysisthat the multilevel
agorithmisfast and robust for all types of networks and Infomap is quite time consuming. The Eigenvector and
Infomap agorithm has given ahigh value of modularity for an ego-Facebook socid network.

The community count table 1, depicted the number of communities present inreal-world networks. The
communities are counted against each community detection algorithm. It hasbeen analyzed that the community
count varieswiththe network size and the type of algorithmused for community detection. Therefore, the count of
thecommunity islargest inthelarge-szed DBLP network. The comparisontable 2 hasbeen generated for several
networkswith five different performance measures, namely, Normalized mutual information (nmi), Variance of
Information (vi) , Rand index, Adjusted rand index and Split-join. It was observed that the vi measure has shown
the best performance among al the measuresexcluding split-join and the YouTube network outperformed well
using nmi, rand index and split-join performance measures. The DBL P collaboration network excelsby using solit-
join but worgt inthe adjusted rand index. Since, the vi measure decreaseswith the increase in community Size, the
small sized networks manifested the best performance when several algorithms are compared for community
detection. Thus, themultilevel algorithm outperformed well among al theagorithmsused to find the community
structure. The plots of real-world datasets are taken by using the R-programming language and the complete
experimenta analysisare performed on dissmilar sized real networks. The comprehensive description of all the
networks hasbeen provided in the paper. The experimental timetaken by each of the networksto runthe different
algorithm has been shown inthetable 2, which revealsthe understanding of the networks not only interms of
modularity, but dsointermsof thetimeaswell.

5.CONCLUSION

The community structurein socia network anaytics playsan important role in unearthing the concealed
information. So, it is essentia to explorethe community structure using the algorithms. Inthispaper, we have
andlyzed eight different real-world datasets using thefour different community detectionagorithms. The modularity
vaue of each algorithmisobtained by using the R-programming language and wefound that DBL P outperforms
best with Walktrap algorithmand Multilevel algorithm. It aso giveslight on the number of communitiesfound in
dissmilar sized real networks and reveals the mere fact that the size of the networks helpsto determine the
community count. As the size of the network goes on increasing, the community count also gets increases.
Consequently, the maximum number of communitiesis detected on the DBL P collaboration network, which
possesses alarge size. Thisanalysis has been illustrated with the help of graphs/ networks. After an exhaustive
andysisof the community count and the modularity value, thedifferent algorithms are compared using the different
performance measuresand the value of each performance measureiscalculated againgt each pair of algorithms.
Fromthiscomparison, it has been found that the variance of information (vi) outperformed well among the other
measures. The multilevel algorithm has shown the robust and efficient performancefor all the networks. The
comprehengve useof R-programming languageleadsto theinception of efficient vaues. The plotsof thisexperimenta
timeindicate the scalahility and efficiency of theagorithms. Infuture, moredatawith more algorithmscan beused
to detect the performanceof the
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