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Abstract : In this work we review special aspects of virtualization control of query service for very large
databases based on massively multiprocessing models. Theaim of thiswork isto increasethe speed of interaction
between the individual computing nodes of the systems based on multiprocessing. Thenovelty of the described
solutions is to provide each computing node of the system with its own copy of the data. This will allow usto
implement operations on paralle data processing to minimize interactions between network nodes.

In this work we describe methods of implementing several algorithms for data updating. In one method, data
update may occur through the suspension of the system operation for a certain period of time during which we
areadding or changing already existing dataset. Inthis caseit is the easiest to perform the data updating typical
for the classic data storage, in which thereis no need to update previously accumulated data. Also it is possible
to implement the updating of information without suspending the system operation.

Consequently, we propose paralld query preprocessor which should generate a set of equivalent queries with
respect to agiven query tree. These query trees should contain the required number of subtrees, the performance
of which may be donein paralld. On the basis of valuation, we should select one of these trees, according to
which the query execution will be performed with minimal overhead.
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1. INTRODUCTION

Asfollowsfrom[1], asolutionto processqueriesagainst avery large databasesis areplication of datafor its
paralel processing. Very large databases are characterized by the fact that the amount of sored dataexceedsthe
amount of RAM availableto the system by many ordersof magnitude. For effective system computationd capacity
loading, it isrequired to provide high-capacity of the disk subsystem. It appearsthat an effectiveway to separate
the datato be processed isto do it onthe basis of the ranges of valuesto be processed.

Methods of separation used to store the data based on rangesdo not alow the separating operationto be
performed dynamically. Inaddition, the possible load imbalance on nodes of the system may occur and it is not
amenableto aprogrammable control. Dataseparation method based on hashing doesnot alow working effectively
with data separated into ranges. Data placement based on hashing isalso performed taking into account apriori
gpecified set of attributes. Methods areintended for usein systems based on symmetric multi-processng (SMP).

Systems based on massive multi-processing (MPP) allow usto achieve greater computing capabilities at
lower costsand provide better scdability compared to SMP. Themain disadvantage of MPP[ 2] isalow (compared
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to SMP) rate of interaction between the individual computing nodes. It is suggested to solve this problem by
providing each M PP computing node with itsown copy of thedata. Then wecanimplement operationson paralel
dataprocessing by minimizing theinteractionsbetween network nodes. It should be noted that under thisapproach,
Separate SMPscan act asthe MPP nodes. Thisarchitectureiscalled mixed or hybrid architecture and it lowsto
achieve better productivity [ 3] dueto the possibility of applying methodsof optimization of SMP system-oriented
query performance.

2. METHODS

We describe a system based on M PP architecture which enables parallel processing of SQL queries. The
system consistsof N nodes onwhich SQL serversareinstaled and they arenot required to be uniform. To access
the systemit isnecessary to useasubset of the SQL languagethat iscommonto al servers. If our DBMS contains
SQL statementswhich differ only insyntactic formit becomespossible, by applying trivia transformations, to use
the syntax of the SQL languagewhichisnot commonto all SQL serversof the system. However, thereare some
gructuresthat do not allow trivia conversions. For example, theuse of hierarchical queries, if at least oneof the
SQL serversdo not support thispossbility. Such restrictionson the use of statementsin queriesdo not ariseif we
require uniformity of SQL servers of the system. Suppose M PP based database is available. Suppose that the
dataset of interest isreplicated to N serversof thedistributed system.

Under the consstency of the dataset on two nodeswe meantheidentity of theresult of any query to read the
data, performed either onthefirst node or the second node. The considered set isto be consistent at any time of
thesystemoperationfor al combinationsof nodesin order to implement paralel processng. Thismeansthat at the
time of starting the system operation datasets on its nodes should be synchronized.

Inthe systemit is possible to implement severa dgorithmsfor data updating. For example, the dataupdate
may occur through the suspension of the operation of thesystemfor acertain period of time during which aready
existing dataset isto be added or changed. At the sametime the data updating that istypical for the classic data
storageinwhich thereisno need to update previoudy accumulated dataistheeasest to perform. It ispossibleto
perform the dataupdating without suspending the operation of the syssem. Thenthedataupdatein all nodesmust
be performed within asingle distributed transaction, so that changesin different nodes of the system become
availablein synchronous mode to userswho do reading. Thisbehavior of the system can be achieved by using the
locking schemesimplemented in the DBM S or on the basis of the timestamp concept when thetime of record
entering into the databaseistaken into account during the query processing and records made later than aspecified
timeareignored.

It ispossibleto refuse identity of al copiesat any time, however it will be possibleto work withthe database
asawholeonly inamode equivalent to dirty read which may besufficient for operation of the applications. There
may be aproblem of inconsstent processing—non-repeatableread [4] . A problem of thiskind during the performance
of pardlel queriesdoesnot depend ontheisolation leve of modifying transactionsonthelocal sites. Thisrequirement
isnecessary to ensure ahigher level of isolation of user transactions.

Inthissystemit ispossbleto implement the mixed concept of data processing— both OLAP (Online Andytical
Processing) and OLTP(Online Transaction Processing). To do this, it isadvisableto select onepowerful” server
to support OLTP part of thedatabase wheretheinformation will not be subjected to replication. Therest of the
system ensuring the functioning of OLAP componentsisto beimplemented according to the proposed above
scheme. Thenthe completeinformation for the database will congist of one copy of the datafrom OLAP part of the
systemand of OLTPserver data. Getting datafrom boththe OLAP part of the sysemand the OLTP part can be
solved by means of DBMS on the basis of the concept of data separation. The data separation point can be
selected, for example, asthe period closing date on the condition that the dataafter closing of therelevant period
isnot subject to editing. Ingenerd, consstent changesof random datainthe systemisacomplex (fromthe point
of view of overhead) task in any of the proposed implementations of the system and theimplementation of this
option seemsto beimpractical.
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The proposed scheme of congtruction of thesystem allowsto accelerate the execution of SQL queriesto read
data by reducing the speed of execution of queriesto insert/modify/delete data (hereinafter modification). Thereis
aneedto update thereplicated datawithin atransaction and it addsthe overhead and also makessomelimitations.
Thelast of the proposed options of the systemimplementation representsacompromise betweentheincreasein
the overhead costsfor datamodifying and increasein processrate.

For the described above distributed system, we propose the following paralel dgorithm of the execution of
the SQL query. The user query initially received on one of the nodes of the systemisto be prepared for parallel
execution. The possihility of thisparald executionis achieved by transforming theoriginal SQL query to aset of
guerieswhich executionresult isequivaent to theorigina query [5, 6] (after combining the new query execution
results, additional computing of aggregate functionsand grouping, aswell astheresult reordering).

Thesat of queriesobtained asaresult of transformeation can be executed on any node of thesystemindependently
fromeach other. Thisfollows from therequirement for identity of datacopies and equivalence of thetransformed
query to anorigind query. A set of rulesfor query transformeationispre-fixed, the expedience of useof trandformation
rulesisdetermined by the type of origina query and the statistica dataavailablefor thetablefieldsusedinthe
query. Thisapproach dlows usto sdlect dynamically the dgorithm of parallel execution of aquery depending on
the database contents.

Thekey point that can be used effectively in theimplementation of the gpproachisthe addition of intermediary
element to the sequence of actionsresponsiblefor the query execution. Essentidly, in practica implementation of
the proposed solution it is possible to build asystem based on three-tier architecture (Figure 1, Figure 2).
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Intermediary element between the application and DBM S servers plays the role of an object that allows
getting benefitsof parallel processing, thus serving asan additional element. Fromthe point of view of the client
application, the query processing remains unchanged regardlessfrom the actua number of serversallocated to
handlethe query. Software of anintermediatelevel takes on all functions of coordination of operation of separate
servers. Systemnodes specifically alocated for this purpose and nodesthat directly enforcetheexecution of user
queriestoaDBMS can taketherole of anintermediate operation hardware.

3. DISCUSSIONAND RESULTS

From[6] itisknownthat thecircuit of initial Stage query compilation consists of four steps: query (textual
representation) — parser — preprocessor — query logical plan generator —query logical plan rewriter. We add
to stepsto this circuit — the parallel query parser and the parallel query preprocessor. These two stepswill
precedethefour classic stepsof compilation. The pardld query parser performsthe samefunction asthe parser
inthe classcal compilation circuit —transformstext of the original SQL query into aparsetree. Implementation
details, methods, marks and features of the parsing processaregivenin[6, 7, 8]. In contrast to the classical
circuit, the parallel query preprocessor inthe proposed circuit modifiesthe query tree for the selection of query
subtrees suitablefor pardlel execution. After the parald preprocessor operation, aset of new queriesisgenerated.
The processing of these new queriesisbased on the classicd circuit. Transformations of query parsetreesare
performed by the preprocessor using pre-fixed set of ruleswith the aim of obtaining an equivalent query. In
some cases, whentransformations are done it may require additional operationson relation setswhich are
returned by thequeries[9, 10].

Asan example, consider the query that returnsthe quantity of shipped goodsduring the shipment
period:

SELECT sum(QUANTITY)

FROM LINEITEM

WHERE SHIPDATE >="20150710" and SHIPDATE < = ‘20150720’

The parsetree corresponding to thisquery will look asfollows (Figure 3):

/////w}\\

SELECT <list-S> FROM <list-F> ‘ WHERE <condition™> \\
sum < attribute> <relation> <gondition> <gondition=

T IR

< atmbntt}*‘:—‘:mnst? < attribute>-<=<const>

SH[PDATE IMEMI{I SH]]’DATE IHISME
Fig. 3. The parse tree.

We can transformthe request equivalently to theform showninFigure 4, 5.

The equivalence of two queries should be understood as queries which execution resultsin formation of
relationswhich arethe samein all attributes of tuples and accurate to the tuple order, if the sorting instructionis not
specified and taking into account the sequence order otherwise.
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Fig. 4. The request transformation (1)
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Fig. 5. The request transformation (2)

The SQL query that correspondstothisparsetreewill be:
SELECT sum(R. QUANTITY)

FROM (

SELECT sum(R. QUANTITY)

FROM LINEITEM

WHERE SHIPDATE =*20150710°

UNIONALL

UNIONALL

SELECT sum(R. QUANTITY)

FROM LINEITEM

WHERE SHIPDATE =20150720°

) asR

Obvioudly, uncorrelated queriesalow parallel execution, so al the resulting subqueriesinthe query parsetree
can be computed independently. Inthe generd case, further computing of the query according to the parsetree can
be carried out only upon receipt of the results of all lower level subqueries and statementsin the hierarchy of
subqueries and statements.

4. CONCLUSON

We may now state the goals that must be achieved by means of equivalent transformations of
gueries:
1. Thetransformation rule should generatefromthe original query anew query that containsapre-defined
number of uncorrelated subqueries.
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2.

Received queries should have approximately equa exercisevaue, asfurther computing of the query is
possible only after computing of therelevant subqueriesand in case of significant excessof one subquery
executiontimeover the others, other nodes (not occupied with computing of subquery) of the system can
beidle. Query transformation should control the load balance between nodes of thesystem by subqueries
generation.

Intheupper levels of the query parsetree, transformation should leave the “ cheapest” operations, the
implementation of which does not require processing of alarge number of entries.

If possible, transformetion should not increasethevolume of relations obtained by computing of subqueries
inorder to eliminate the transmission of large amounts of databetween the nodes of the system. Large
amounts of such transfersmay serioudy slow down the query execution and reduce the advantage of
pardlel execution of the query [11].

Inthe general casethere exist morethan onerulefor the equivaent transformation of the query which can
preparethis query for parallel execution [9], we can achieve different final speed of query execution by choosing
different rules. Implementation details of thealgorithm for selecting the query transformation will bedescribed in
futurework.

Thepardlel query preprocessor should generate aset of equivaent querieswith respect to agiven query tree.
These query trees should contain the required number of subtrees, the performance of which may be donein
parallel. Onthe basis of valuation [1, 3], we should select one of these trees, according to which the query
execution will be performed with minimal overhead.
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