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Abstract: With the increasing number of music services such as google Play Music, iTunes, Spotify etc. there is a 
demand to engage the customers to their sites. Recommending songs to the user is one way of meeting the demand. 
In our recommender system, we would be using the Last.fm dataset which contains around a thousand users and 
their listening history. We are using the user profi les of the users and we show that recommendations based on this 
are better than recommendations without considering their profi le. The Last.fm dataset, however, doesn’t contain any 
ratings given by users and it makes it diffi cult to use a collaborative fi ltering algorithm over this. To overcome this 
problem, we are predicting the ratings which might have been given by users by assuming a Hidden Markov Model 
which uses ratings as the hidden variables and we fi nd these ratings by calculating the values of the ratings which 
would have given rise to a maximum probability of the assumed model. We show that considering user profi les and 
the Hidden Markov Model is a good way to overcome the problem that collaborative fi ltering has when there is no 
user rating available.
Keywords: Music Dataset, Hidden Markov Model, User profi les.

1. INTRODUCTION
For a music service, recommendations are a way to catch the customer’s attention and their goal is to keep them 
occupied. It can be achieved when a music recommender successfully suggests songs that the customer is interested 
in. It can result in, customer purchasing a subscription, or the customer paying for the song. In both cases, these 
music services can derive financial gain by improving their recommendations to potential customers of the songs 
they like. Thus, there is strong financial incentive to implement a good Music recommendation system.

Collaborative fi ltering methods as discussed in papers [1]- [4] are popular recommendation algorithm 
whose predictions depend on the rating or behavior of other users in the system. A drawback of this method is 
that it cannot work without ratings. To overcome this drawback, many recommender system consider a pseudo 
rating. Some recommender systems give a rating of 0 (if the user did not listen to the song) and 1 (if the user 
the listened to the song). Other recommender systems consider the count [8] of a song as the rating given by the 
user. The dataset that we are using to train and test our system is Last.fm dataset. This dataset does not contain 
the ratings for the songs. In our paper, we propose a method to rate the songs in such a way that they result in 
recommendations better than traditional method.
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Papers on corresponding work in the fi eld talk about how a distinct method can affect the recommendations 
[3]. For example, the winner of the Kaggle MSDS competition3 provided a Memory-based Collaborative 
Filtering method [7]. Also, many other papers talked about different song similarity approaches [6]. In our 
paper, we are going to implement a user similarity approach where we calculate the user similarity using various 
measurable quantities like age, sex, Location etc. We use this similarity to recommend the songs to the users. 
These publications [5]- [6] focused on deriving methods that provide a better precision. We surveyed some of 
these algorithms in our work and used them as baselines and in designing our final solution.

In this paper, we propose a general music recommender from user profiling, and compare its effi ciency 
against other traditional Recommender System. Section II gives a detailed description of the method employed 
and in section III, results and effi ciency of our fi ndings is done. To the end of this paper, we conclude and give 
an insight into our future work.

2. METHODOLOGY USED

2.1. Traditional Method
One of the common approaches employed by recommender systems to deal with the non-existence of the 
ratings is to consider the count as the rating for the song. The count here is the number of times the user has 
listened to that particular song. The traditional method in our paper uses such an approach to rate the songs. 

2.2. Proposed Method
Our method uses a different approach towards rating the songs and fi nding the similar users. Figure.1 shows the 
architecture of our system where various modules of the system are explained as follows:

Figure 1: System Architecture
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2.2.1. Rating module
To overcome the drawbacks of the existing methods, we propose a new method which is based on a Hidden 
Markov Model (HMM). The outcomes are given in the set Y = {Yus} where Yus is the rating we say the user u 
gives to song s based on our original method. The actual ratings of users are in the set R = {Rus} where Rus is 
the rating the user may have given which gives rise to the behavior of Yus . These are the hidden variables of the 
HMM. We want to have our model in such a way that each song has an inherent rating and therefore the prior 
probability of a song ‘s’ to have rating Rus is given by a Gaussian with mean μs , standard deviation σs. Our model 
will try to consider user variability and therefore the prior probability for a user ‘u’ to give rating Rus is given 
by a Gaussian with mean μus, standard deviation σu. The likelihood for a user ‘u’ to give a song ‘s’ a rating Rus is 
exp (-K*(Yus-Rus)

2) where a higher K means that we want to give a higher preference to the observed data. The 
above described HMM can be depicted as in Figure 2

Figure 2: HMM for the proposed method

The probability of R = {Rus} can be written in mathematical notation as:
 P(R | Y) = P(Y | R) * P(R) / P(Y)   P(Y | R) * P(R)
We want to fi nd R so that P(R | Y) is maximized. In mathematical notation, it can be written as: 
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To fi nd R* we propose to use the Expectation Maximization algorithm so that in the E-step we fi nd the 
expectation of μs, σs, μu, σu which are the mean and standard deviations of rating for user ‘u’ and song ‘s’. After 
calculation, the M-step update was found to be the update to each Rus such that: 

 Rus = 
2 2 2 2

us
2 2 2 2

Ys u u s s u

s u s u

σ μ + σ μ + σ μ
σ + σ + σ μ

We run the EM algorithm until convergence and give the calculated rating Rus to the similarity module 
which will calculate the similarities between users.

2.2.2. Similarity module
The dataset we used was provided by Last.fm and it contains a collection of 1K users, more than 40K artists 
and the numbers of songs played are above 1 Million. We are using collaborative fi ltering to fi nd the similarity 
between users to be able to recommend songs. Similarity between two users can be modelled accurately if we 
consider their profi le and their song listening history. A song history vector is a vector of size |S| where S is the 
set of songs such that S(i) = rating given to song i by the user.

To fi nd the cosine similarity between song history vectors S1 and  S2 we do,
 Cosine Similarity( S1,S2 ) = cos() = S1 . S2 /(||S1||*||S2||) where,
  S1 . S2 =  ∑i S1(i) *S2(i) 

and ||S|| = sqrt( S . S )
The cosine similarity is a measure of how close two vectors are. The greater this measure, in our case it 

would mean that the similarity for users with similar song listening history would be greater. We also have user 
profi le in the form of 4 measurable quantities, Sex, Age, Location, Date of Joining. Putting all these together, 
we created a feature similarity index between two users by using their feature vectors. The similarity between 
such feature vectors F1 and  F2 is given by,

 Feature Similarity (F1 ,F2 ) = G( F1 ,F2 ),  where G is our measure
Using these two similarities, we compute a total similarity between users U1 and  U2 given by,
 User Similarity (Ui ,U2 ) = *Cosine Similarity( S1,S2 ) 
   + (1-α) *Feature Similarity( F1 , F2)

2.2.3. Recommender Module
Once we get similarities between all users, to recommend songs to a user, we take the top similar users to that 
user and recommend the top-rated songs of this user that the current user has not heard before. To be able to 
recommend songs well, we keep a pool of 5 most similar users. From this pool of 5 users we add songs to the 
recommendation list by giving more preference to more similar users and then if we are not able to add a song 
to the list because it already exists in the list or if the user we are recommending has heard it before, we move 
to the next song to recommend which can be from the same user or from the next user. Once we get several 
recommendations we stop and return this list to the user. 

3. RESULTS AND DISCUSSION
To be able to test how good our method compares to the traditional method which uses just counts for the 
ratings, we employ a method discussed in [9]. According to that method we remove a few songs from the list of 
songs of a user and using the new list, we are calculating the similarities and give recommendations based on 
that. We say a recommendation is a good recommendation if the recommendation list consists of a song from 
the list of songs we removed. Using this we defi ne the recommendation accuracy to be the percentage of users 
who received a good recommendation.
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Figure 3: Songs recommended and top 4 songs removed

In Figure 3, we show how varying the free parameter  changes the recommendation accuracy. Recall that 
 is the weightage given to the similarity from the user’s ratings. 1- is the weightage given to the similarity 
from the users’ profi les. With this is mind, we see that when  = 0.9 the recommendation accuracy is the highest. 
So, when we have a mixture of user profi le and user ratings, the recommendations seem to be the most accurate. 
If we look at the case where = 1, i.e, we are considering only the user ratings for recommendation, it’s worse 
than the case where we are using the profi le. This shows that using profi le data increases the recommendation 
accuracy. The fi gure also shows how our method outperforms the traditional method at every  showing that 
our method is superior to the traditional method of recommendation.

Figure 4: Songs recommended with  = 0.9
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We perform another experiment where we remove a different number of songs from the users history. In 
particular, we show results after removing the top 1,2,3 and 4 songs and removing one of the top 3 songs at 
random. The results as shown in Figure 4, indicate that our method performs much better than the traditional 
method as we remove more and more songs from the users listening history. The case when 4 songs are removed 
is interesting in particular because the traditional method performs poorly compared to our method. 

In Figure 5, we show how changing the number of songs recommended affects the accuracy. We see that 
our method outperforms the traditional method when a few songs are recommended. This is the way most 
recommender systems behave and the fact that our method outperforms the traditional method at low songs 
recommended shows that our method is much better.

Figure 5: Top 4 removed with  = 0.9

4. CONCLUSION
The results as discussed in the above secti on show that the proposed method overcomes the problems of the 
traditional method, when there are no ratings to work with. The probabilistic framework of our method is a 
better way to model the ratings than consider ratings just by the count. We also show how using the user profi le 
can affect recommendations and have shown that considering it a much better alternative than not using the 
information we have about the users. 
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