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Data Driven Approach to Monitoring and 
Fault Detection in Process Control Plants
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Abstract: Detecting faults and monitoring is a very important activity in process control plants for increasing the 
efficiency of the plant. Data driven approach is particularly helpful for fault detection, if the underlying mathematical 
model of the process is very complex. It can be used to create automatic systems which accurately predict whether 
the operating condition of the plant is normal or faulty. This paper compares different supervised learning algorithms, 
in order to detect fault in process control plant. The algorithms are tested in Matlab environment. Finally, all the 
models give satisfactory accuracy while detecting two different types of faults as well as normal operating condition.
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1.	 INTRODUCTION
Monitoring is a non-stop activity undertaken in real-time to determine the conditions of a physical system, 
by recording information, by trying to recognize and gauge behavior anomalies. Data driven approach 
towards monitoring and fault detection has seen many advances in recent past. We use various data mining 
techniques on the process control data to train the fault detection system.

The area of data mining is vast and quite popular across several disciplines, such as bio-informatics, 
data mining, machine learning, applied statistics, image processing, economics etc. A great deal of literature 
in the form of books and journal articles can be found regarding this field. The most important work done 
in the field of pattern recognition till date is explained in the papers [1] - [4]. Richard O. Duda et. al [3]
discusses in-depth mathematical discussions on regression techniques, decision tree algorithms and neural 
networks.

Several data mining techniques can be used for fault detection in different industrial domains. Xindong 
Wu et.al [5] have published a survey paper describing the many important algorithms that are mostly 
used in the areas of data mining. Many important algorithms such as k-means, support vector machines, 
CART, Naïve Bayes etc. are discussed. Wei-Yin Loh [6] describes the performance of different decision 
tree algorithms for classification and regression. The node impurity index and the node split methods of 
Classification and Regression Tree (CART) algorithm is discussed. Ryan Rifkin et.al [7] have studied the 
area of multiclass classification and have shown that one-vs.-all scheme used in multiclass classification is 
as accurate as any other approach used in classification. Decision trees like CHAID,C&R,QUEST,C4.5 etc 
and prediction algorithms like Neural Network[27], Bayesian, Logistic Regression, SVM etc are compared 
and discussed in [8 ][9][10][11][15][21] for their accuracy in identifying faults pertaining to different areas. 
In order to obtain enhanced classification performance to identify faults, Genetic algorithm[20], neuro 
fuzzy approach[13] and K-NN[23] could also be used effectively. Kalman filtering and hybrid neuro-
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fuzzy techniques is proposed by A. Khoukhi et.al [12] for fault detection and classification. Efficient fault 
detection also finds its application in various semiconductor industries to aid in improved accuracies[14]
[16]. The technique called SVM is widely used in chemical industries[17] and thermal power plants[25]
in order to predict faults in turbines. Binoy B. Nair Et.al[18] have applied different feature selection 
techniques to Naïve Bayes classifier to help in prediction of faults in control valves. Yogendra Kumar Jain 
et. al [24][26] have proposed machine learning application in intrusion detection. Self Organizing Map 
[29]is used in applications with highly overlapped classes for identification and detection of faults. Elyas 
Rakshani et. al [19] used artificial neural network for identify and predicting faults in boiler’s burner system 
of power plant. A.A. Shahrjooi Haghighi et. al[15] studied different classification techniques for identifying 
faults in software. Libo Bie et. al[22] proposed the multiblock principal component analysis (MBPCA) for 
identifying faults and diagnosing in a continuous process.

2.	 BACKGROUND THEORY
Data Mining is normally divided into steps of data pre-processing and supervised learning. The process 
available in data mining used to convert raw data into a meaningful format is known as data pre-processing. 
As data in real-world would often be not complete, consistent and also be lacking in certain behavior or 
trend, therefore the chances to have lot of errors can’t be ruled out. The final training set is the result of 
data pre-processing. Min-max normalization is used to for pre-processing of data.

Supervised learning is a method to model the input-output relationship of a given training set. 
Formally, given a training set, a supervised leaning method learns a function f X Y: → so that f (x)gives 
a good approximation for Y. Here X and Y denotes the input and output (target) values respectively. The 
combination of both the input and the output values gives us the training data set. Once the representative 
function is found, it can be used to find the target values of novel samples.

When the target variable (Y) is continuous, the learning problem is called a classification problem. In 
all the methods of classification described here, the total set of data has to be broken into training set and 
test set in the ratio 3:1. This is done so that we can train our model the training set, and then the model 
assessment is done using the test set.

2.1	 Data Pre-Processing: Min-Max Normalization
Data Mining cannot be performed on raw data. It is because the attributes contained in the datasets are 
on completely different scales, since greater importance can be given to attributes with large ranges than 
those with small ranges. So, we need to normalize the data on the basis of equal scales for all the attributes. 
Min-max normalization is used for this purpose. It is given by 

𝑣� = �(�,�)����(�)
���(�)����(�)

(𝑛𝑒𝑤_𝑚𝑎𝑥� − 𝑛𝑒𝑤_𝑚𝑖𝑛�) + 𝑛𝑒𝑤_𝑚𝑖𝑛�    (1) 

    Here, the input matrix is scaled between 𝑛𝑒𝑤_𝑚𝑖𝑛� and 𝑛𝑒𝑤_𝑚𝑎𝑥�.	 min b and 𝑚𝑎𝑥� are the minimum and 
maximum values of a specific attribute respectively. The scale of (0,1) is used for min-max normalization. 
2.2    Linear Regression 

Linear regression is a statistical method in which the value of a variable is predicted by modeling its 
relationship (linearly) with another variable (or a group of variables). The variable to be predicted is called the 
predicted or output variable, while the variable(s) which we are basing our prediction on is called the predictor. 
When more than one predictor variables are present, the method is called multivariate linear regression. 
           Linear regression can be used for classification by providing discrete values to the target variable(𝑌). 
Least squares approach is a very popular method for fitting a regression line. In this method, sum of the squares 
of the vertical deviations from each data points to the line is minimized. In simple words, the aim is to reduce 
the error of squared function to the negligible limits. Summation of the squares of the error ensures that 
negative and positive error values do not cancel each other. Given a dataset 𝑋 = {𝑥��,𝑥��, … , 𝑥��}������  
representing the input values and 𝑌 = {𝑦�}������ representing the respective target values, we need to find a 
mapping from 𝑋 to 𝑌. In linear regression, it is assumed that this mapping is linear in nature. So, we need to 
find a set of weights 𝜃 = {𝜃�}������ which gives the nearest approximation of the mapping. Therefore the linear 
function can be represented in the matrix form 

𝑌 = 𝑋𝜃         (2) 
          In the above equation, X is n × m matrix; Y is n × 1 matrix; and θ is an m × 1 matrix. The error function 
e is defined as 

e = Xθ − Y        (3) 
       Now, we need to minimize the error squared function. Therefore, we define the cost function 

C = e� = (Xθ − Y)�(Xθ − Y)      (4) 
       To minimize the cost function, gradient descent algorithm is used. Gradient descent is based on the 
observation that if a multivariable function, then f(x) is defined and differentiable in the neighborhood of a 
point a, then f(x) decreases fastest if one goes from a in the direction of the negative gradient of f at a, −∇f(a). 
It follows that, if b = a − α∇f(a), for α small enough, then f(a) ≥ f(b). With this observation in mind, one 
starts with a guess x�, x� , x� , … such that 

x��� = x� − α�∇f(x�), n ≥ 0      (5) 
       We have 

f(x�) ≥ f(x�) ≥ f(x�) ≥ ⋯  

so hopefully the sequence (x�) converges to the desired local minimum. We can permit change of the value of 
the step size (or learning rate) α at every iteration. By allowing some hypothesis on the function	f, we can 
guarantee convergence to a local minimum. 

       The gradient descent algorithm uses the gradient ∇ of the cost function, i.e. the derivative of the cost 
function w.r.t. θ. In multivariate linear regression, θ is a vector, containing partial derivative of the cost 
function C computed w.r.t. each value of θ. Therefore 

∇f(x) = {��(�)
���

, ��(�)
���

, … , ��(�)
���

}     (6) 

    Thus the gradient of the cost function is found 
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       We have 
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so hopefully the sequence (x�) converges to the desired local minimum. We can permit change of the value of 
the step size (or learning rate) α at every iteration. By allowing some hypothesis on the function	f, we can 
guarantee convergence to a local minimum. 
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, ��(�)
���

, … , ��(�)
���
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    Thus the gradient of the cost function is found 

∇C = ��
��

= X�(Xθ − Y)       (7) 
    The weight matrix θ is then calculated iteratively 

θ��� = θ� − α∇C       (8) 
    where α is the learning rate, 

          ∇C is the gradient of the cost function 
          the initial value of θ is taken as θ� = 0 

    As a result of gradient descent, the weight matrix θ is obtained such that the error squared function is 
minimized. Now, θ is used to obtain the output values of the test dataset. Let the test dataset be a p × q matrix 

test = �test��, test��, … , test������
���

 
    The corresponding target values for test dataset is a p × 1 matrix 

Y� = �Y���, Y���, … , Y�������
���

 

    Once the weight matrix θ is obtained, output can be obtained by multiplying θ with the input X 

Y = Xθ 
    This value of Y is then compared to the target values provided already as part of training dataset Y� to get the 
accuracy of the model. 
 
2.3    Logistic Regression 

    Instead of assuming a linear relationship between input and output values, logistic regression uses the 
sigmoid (or logistic) function to map input and output vectors. The sigmoid function is defined as 

sigmoid(z) = �
�����

       (9) 
    As in linear regression, we based our hypotheses on the linear relationship of input and output; in logistic 
regression, the hypothesis is based on the sigmoidal input-output relationship. In the beginning, we define the 
logistic regression for classification of two classes. Then, multiple classes are taken into account using one-vs.-
all classification method. 
    The notation used is similar to that used in linear regression, with slight changes. Given a dataset X =
{x��, x��, … , x��}������ representing the input values and Y = {y�}������ representing the respective target values, we 
need to find a mapping from X → Y such that it is sigmoidal in nature. For this, we need to find a vector of 
weightsθ = {θ�}������. The relationship can be written in matrix form 

h�(X) = �
������

        (10) 

    In the above equation, X is n × m matrix; θ is m × 1 matrix; and h�(X) is n × 1 matrix. Now, we need to 
define a cost function which penalizes the model for every misclassification made. The cost function is 
assumed to be 

C(h�(x)|y = �
− log�h�(x)�																for	y = 1
− log�1 − h�(x)�								for	y = 0

    (11) 

    In the above equation, it can be observed that, for y = 1, if h�(x) = 1, then cost = 0; but for y = 1, as 
h�(x) → 0, cost → ∞. Similarly, for	y = 0, if h�(x) = 0, then cost = 0; but for y = 0, as h�(x) → 1, cost →
∞. Therefore, the cost function chosen puts a very large penalty for every misclassified instance; and a zero 
penalty for correctly classified instance. Since the values of h�(x) and y are already known, only the weight 
vector θ needs to be found. Thus the cost function can be assumed to be a function of θ. Minimizing the value 
of the above cost function will give us the logistic model in the form of weight vector θ. 
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    (11) 

    In the above equation, it can be observed that, for y = 1, if h�(x) = 1, then cost = 0; but for y = 1, as 
h�(x) → 0, cost → ∞. Similarly, for	y = 0, if h�(x) = 0, then cost = 0; but for y = 0, as h�(x) → 1, cost →
∞. Therefore, the cost function chosen puts a very large penalty for every misclassified instance; and a zero 
penalty for correctly classified instance. Since the values of h�(x) and y are already known, only the weight 
vector θ needs to be found. Thus the cost function can be assumed to be a function of θ. Minimizing the value 
of the above cost function will give us the logistic model in the form of weight vector θ.  
    Eq. 10 can be combined to give a single cost function 

C(h�|y) = −y log�h�(x)� − (1 − y) log�1 − h�(x)�   (12) 
    For the whole dataset, the cost function is 

C(θ) = − �
�
∑ y� log�h�(x�)�+ (1 − y�) log�1 − h�(x�)��
���   (13) 

    Eq. 13 can be written in matrix form 
C(θ) = − �

�
(Y� log�h�(X)�+ (I − Y)� log�I − h�(X)�      (14) 

    In the above equation, Y� represents the transpose of matrix Y and I denotes the identity matrix. 

    We need to minimize eq. 14 to find the weights to represent the model. Minimization of cost function is done 
using the gradient descent approach as described in the previous section. 
    The gradient of the cost function is 

∇C = x(h�(x) − y)       (15) 
    In matrix form, the above equation can be written as 

∇C = �
�

X�(h�(X) − Y)       (16) 
    ∇C is m × 1 matrix containing the partial derivatives of the cost function w.r.t. the weight θ. 

    Using gradient descent, the weight matrix θ is calculated iteratively. As a result of this approach, a vector of 
weights θ is obtained such that it minimizes the misclassification cost C. 

    Note that the classifier obtained from the above approach can be trained for only two classes. But it can be 
extended for more than two classes. Suppose, we have three classes, represented by {0,1,2}. We could use two 
set of classification. In the first case, class 0 is assumed to be one class and classes {1,2} is assumed to be of 
another class. In the second case, classes {0,1} is assumed to be of one class and class 2 is assumed to be of 
another class. After combining the above two classifiers, a single classifier can be constructed such that it 
classifies examples from three classes. For this, two sets of weight vector θ are needed. Similarly for a c class 
problem, (c − 1) weight vectors are needed. After the model is trained, it is needed to be tested with test set as 
described in sec. 3.1. 
 
2.4    Classification and Regression Tree (CART) 

Data responses are predicted using classification and regression trees. In order to correctly calculate and assume 
a response, we need to track the decisions in a tree beginning from the root node making the way down to a leaf 
node. It is worth noting here that the response is always contained within the leaf node. The responses obtained 
from classification trees are always nominal, while those from regression trees are always numeric. 
Algorithm 

1. Initialize with all categories of input data, and check all combinations of binary splits on every 
predictor. 

2. Pick the split with the most appropriate criteria. 
3. Apply the split. 
4. Iterate repeatedly for the two child nodes. 

 The algorithm stops when the node is pure, i.e. the impurity is zero. It is worth noting here that as far as 
classification is concerned, a node is pure if and only if it contains observations of only one class. We use the 
training dataset to train the model. The model is described by a decision tree. Splits are contained on the nodes 
within a tree in a way that a number of samples are distinguished based on gini impurity criterion. 
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described in sec. 3.1. 
 
2.4    Classification and Regression Tree (CART) 
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a response, we need to track the decisions in a tree beginning from the root node making the way down to a leaf 
node. It is worth noting here that the response is always contained within the leaf node. The responses obtained 
from classification trees are always nominal, while those from regression trees are always numeric. 
Algorithm 

1. Initialize with all categories of input data, and check all combinations of binary splits on every 
predictor. 

2. Pick the split with the most appropriate criteria. 
3. Apply the split. 
4. Iterate repeatedly for the two child nodes. 

 The algorithm stops when the node is pure, i.e. the impurity is zero. It is worth noting here that as far as 
classification is concerned, a node is pure if and only if it contains observations of only one class. We use the 
training dataset to train the model. The model is described by a decision tree. Splits are contained on the nodes 
within a tree in a way that a number of samples are distinguished based on gini impurity criterion. 

2.5    Neural Networks 

A huge parallel computing system with a large array of simple processes with many interconnections to it can 
be classically defined as neural networks. The obvious choice of the family of neural networks for pattern 
classification task is the feed-forward network, which includes multilayer perceptron. Such network consists of 
various layers with only unidirectional connections permitted between them. 

    Let us denote m input values by  {x�, x� , … , x�}. Each of the m inputs has a weight associated with them 
{w� , w�, … , w�}. The input values are multiplied by their weights and summed 

v = w�x� + w�x� + ⋯+ w�x� = ∑ w�x����
���     (17) 

    The output is some function	net = f(v). This function is called the activation function of the network. The 
activation function gives non-linearity to the network. Sigmoidal function can be used as the activation function 
of the network. Sigmoidal function has many desirable properties which we want for an activation function. It 
is non-linear (exponential) function with range(0,1). The usage of a number of layers, along with a non-linear 
activation function makes neural networks universal function approximators. 
 
3    Simulation and Testing 3.	 SIMULATION AND TESTING
This section describes the results obtained from different classification algorithms when applied on process 
data. All the tests are done in a Matlab environment. The dataset is taken from a real process plant. All data 
are numeric. The size of dataset is 3719 × 37. Linear and Logistic Regression models are trained using the 
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methodology described earlier. For training of CART model, built-in function fitctree is used; while for 
Neural Networks (NN), patternnet is used for creation of NN model and is used to train the model.

    Fig. 1 below represents the data samples from training set. For the purpose of visualization, three 
attributes are selected using the idea described later in this paper. The samples are colored according to 
the predefined category that each samples belong to. The sample represented in blue signifies the normal 
operating conditions; green and red represents abnormal operating conditions. 

 
Figure 1: Plot for training set

Fig. 2 below represents the plot of the samples of the test set along with the result of the classifier on 
the test set (shown in different colors as described earlier). It can be observed that the classifiers are able 
to predict the class of samples accurately for most of the cases.

Figure 2: Plot representing the samples of test set after prediction

Fig. 3 below shows the decision tree obtained as a result of the CART model. It can be observed that 
the decision tree has only four nodes i.e. only four attributes are selected to classify the input patterns into 
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one of the categories, with category 0 representing normal values; 1 representing faulty values due to on 
type of fault incident; and 2 represents faulty values due to another fault incident.

Figure 3: Decision tree obtained from CART model

4.	 CONCLUSION
It can be concluded from the results that data driven models are very useful in fault detection in process 
industries. The type and location of fault can also be studied by observing the values of the weights 
obtained in linear and logistic regression; also the attributes used as nodes in case of CART can also be 
used for indicating the location of fault.

The methods mentioned in the table given below have been applied using the datasets iteratively and 
thereby the accuracies achieved as given in table. The prediction methods used here has resulted in highly 
accurate models. Of all the methods used for training, CART gives the highest accuracy. But the accuracy 
of other algorithms are not far away from CART. Table 1 shows the accuracy of each algorithm.

Table 1 
Accuracy of different classification algorithms

  
Methods Accuracy

(%)
Linear Regression 99.24

Logistic Regression 99.03
Classification and Regression Trees (CART) 99.57

Neural Networks 99.35
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