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reflects the presence of PU, only noise appears in 
the spectrum. Secondly, type-II error which is called 
miss detection and it occurs because the detector 
reflects the absence of PU, even though user present 
in the spectrum [3]. In this paper, the researcher has 
proposed an algorithm to mitigate Pfa or Type-I error. 
There are two methods to sense the spectrum in CR 
Networks. They are Cooperative and Non cooperative 
Detection methods. Non Cooperative methods are 
Matched Filtering, Cyclostationary Feature Detector 
and Energy Detector. Out of these three detectors, 
Cyclostationary Feature Detector along with inverse 
covariance matrix is proposed and is framed as CFDI. 
From the less available literature it is found that, the 
scientists or researchers have conducted research only 
with GLRT but not introduced inverse covariance 
matrix condition. All the researchers or scientists had 
mentioned their work by analyzing the graphs drawn 
for Probability of False alarm (Pfa) versus Probability of 
Detection (PD) with ROC or number of samples versus 
Pfa, PD only. Some of them conducted their research 
on Pfa versus PD using different detection algorithms at 

IntroDuCtIon1. 

Communication system models assume a prevailing 
part in investigating new Communication Network [1]. 
In real time Mobile Communication spectrum wastage 
is a serious concern. If the spectrum is not used it 
remains idle and the cost of bandwidth overshoots. 
Through 5G technology CR emerged one of the 
preferred solutions to deal with spectrum wastage. CR 
Networks is an intelligent radio that changes spectral 
resources intellectually. Spectrum sensing is a serious 
issue in CR Networks. In CR Networks there are two 
types of users namely Licensed Users or Primary User 
(PU) and Unlicensed Users or Secondary User (SU). 
The key issue of these networks is that, the SU shall 
not interfere with primary transmitters. If SU detect 
primary’s transmissions they are diverted to non 
interfering channels immediately. So that relinquish 
transmissions are possible [2]. The important task 
in CR networks is to identify the presence of PU in 
the spectrum slot. Two types of errors occur during 
identification of spectrum. Firstly, type-I error which 
is called false alarm and it occurs because the detector 
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Figure 1: CFDI block Diagram

From Figure 1, the sensed signal information is 
connected to N-Point Fast Fourier Transform (FFT). 
These computed samples are fed to the correlator [7], 
which correlates new samples with existing samples. 
These new samples that are correlated with existing 
samples are assigned with existing decision. The 
remaining uncorrelated samples are sent for threshold 
comparison. If instant sample power is higher than 
threshold sample power we consider as the presence 
of user, if not no user is present in the spectrum. In 
addition to this, Cyclo Autocorrelation Function (CAF) 
is utilized for better results. The binary hypotheses test 
values are expected [5] [8] as shown in equation (4)

 H0 = y(t) = n(t)
 H1 = y(t) = s(t) + n(t) (1)
H0 represents only the noise signal presented at 

input y(t). H1 represents signal along with noise signal at 
the input of y(t). The Joint density of n-jointly Gaussian 
Random variables is given as [9]
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Where C is a known positive definite covariance 

matrix. H is equivalent to either H0 or H1 The basic 
equation of GLRT is [7]
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g is the predetermined threshold and it is assumed 
to be equivalent to T in our proposed scheme. The 
GLRT for the CAF of initial threshold is [8]
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single power level. In this research letter, first proven 
that CFDI detection probability is higher than existed 
CED detection probability in Figure 2 and secondly 
by NP Observer approach the range of samples are 
identified and taking those samples we have verified 
with our proposed CFDI and measure Pfa occurrence. 
Finally, both Pfa’s and PD’s of NP Observer approach 
are compared with our proposed CFDI algorithm. 
It is proved that CFDI has better detection accuracy 
than NP Observer. The graphical plots are shown in 
Section III.

IMpleMentatIon oF CFDI2. 

In view of dynamic spectrum access Cyclostationary signal 
analysis produces many additional advantages. Coherent 
approaches like Matched Filter needs synchronization 
with signal of interest. But Cyclostationary analysis 
doesn’t need any synchronization, it may be frequency 
or phase, this is a good approach to detect unknown 
signals in terms of frequency and symbol timing [4]. 
From the available little literature, earlier researchers 
could only propose their research with Cyclostationary 
detection method for randomly arriving or departing 
the signals. The earlier researchers explored that there 
is a relation between Pfa versus PD and SNR versus PD 
at various SNR levels [5]. Another researcher proposed 
his work on Cyclo energy detector for spectrum sensing 
in cognitive radio. The work is presented as, plotted 
ROC at different SNR levels using Cyclo energy 
detector. And also Pfa versus PD graphs are plotted at 
different samples [6]. However the earlier researchers 
has conducted research in the same proposed area 
but based on accessed literature none of them has 
conducted their research to find for which samples, 
Pfa occurs. In this paper, ranges of samples that occur 
for Pfa are recognized using NP Observer approach. 
And also accuracy of detection is calculated. If these 
samples are applied to proposed algorithm CFDI, 
occurrences of Pfa samples can be identified and also 
accuracy can be calculated. An analysis has been carried 
to find which one among occurrences of Pfa samples 
by NP Observer and CFDI is optimal. This paper 
also covers analysis between accuracy detection of NP 
and CFDI. The proposed method is implemented as 
shown in Figure 1.
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where, a is the cyclic frequency and Ryy* is the auto 
correlation function for the input samples. The 
exponential function represents the Fast Fourier 
Transform (FFT). The above equation(4) is simplified 
as
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On simplifying the above equation (5), we get
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Expanding the above equation (6) and comparing 
with initial threshold. The threshold ln(T) is equal to 
predetermine threshold g.
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The negative term is moved to right hand side and 
the remaining term will equalize to the T(x). Then

 T(x) = (X1 - X0)
TC-1y (8)

The simplified equation is equalized to threshold 
of the CFDI threshold and cyclic auto correlation 
function, then the threshold value equates to:
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In this algorithm, it’s not necessary to calculate 
the cyclic autocorrelation function of signal. Instead, 
we add a factor of exponential, which is related to 
cyclic frequency a, to the received signal [12] .That 
exponential function, is applied to threshold as FFT. 
The FFT is applied to the initial threshold, and then 
the equation will be:

T(x) = Ra
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The sampled signal is applied to Average threshold 

level then the resultant equation is:
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The above equation is the final threshold T(x) for 

the Cyclostationary feature Detector. From this the 
Probability of False Alarm is estimated as
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And the Probability of Detection is

 PD = 1 - Pfa (13)

For estimation of Pfa occurrences, initially NP 
Observer approach applied to below equation
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where, ( ) ( )H H C H HT
1 0

1
1 0- +-  is the Deflection

Coefficient, PD1 is the Probability of Detection 
for NP Observer. For identification of false alarm 
effected samples and improvement estimation of MDI 
detection, NP observer approach is taken as reference 
only.

reSultS anD DISCuSSIonS3. 
In this paper, the threshold estimation of CFDI is 
calculated based on GLRT Condition. The Inverse 
Covariance matrix (1/s2) is expected to be unity. 100 
Monte Carlo trials with AWGN are generated for 
estimation of threshold. The input power measured 
in decibels (dB) and rests of parameters are measured 
in Watts, because the power loss in communications 
is measured in watts. For estimation of threshold of 
proposed algorithm, primarily based on the data that 
resulted from spectrum scanning, the presence of PU 
is estimated. Using the input power a Real Receiver 
Operating Characteristics (ROC) curve is plotted 
in Figure 2. The ROC is plotted for Pfa versus PD. 
Proposed CFDI PD is compared with the research of 
Y.Lee [5] who proposed PD and Pfa at SNR = -5dB 
power level. Proposed CFDI PD is better than the 
reference PD (in Figure 6(c)) of ROC. The proposed 
algorithm by Y.Lee of ROC contains the PD is less 
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between 20 to 40 range are above the threshold line. 
But in Figure 3, the same samples below the threshold 
line. These are called as Pfa affected samples. The false 
alarm of those signals fallen above the threshold line 
(Pfa = 0.5413) in Figure 4 are due to loud noise power 
than signal power. But Figure 3 reveals that though the 
signal of noise is dominated the CFDI algorithm of 
Pfa is shown only 0.4479. Hence it is understood that 
the Pfa CFDI has less Pfa but detection accuracy is high 
comparatively to NP Observer approach detection 
accuracy. In further comparison of both the figures, a 
similar trend is observed between 40 to 60 and 60 to 
80 ranges of samples.
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Figure 3: CFDI threshold at Snr = 2db
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Figure 4: np observer threshold at Snr=2db

than 0.1at 10-2 of Pfa, but in our proposed ROC the 
PD is above 0.1 at 10-2 of Pfa. Hence the detection of 
accuracy of CFDI gives better result at low SNR than 
proposed CED.

SNR=0.93723dB

Real Receiver Operating Characteristic (ROC) Curves
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P d

Figure 2: roC curve

In real time mobile communication the power 
radiated from cell towers is 20, 40 and 60 watts. Now a 
day’s power radiating is 40 watts, which is represented 
as 46 dBm or 16dB. Hence for our analysis we 
considered the power from -6dB (24dBm) to 15dB 
(44dBm). The mobile phone receives the power of a 
few Pico Watts to 1 milli Watt without adding Effective 
Radiated Power (ERP), antenna gain and Low Noise 
Amplifier (LNA).

Initially, the drawn samples of signals are applied 
to NP Observer approach. The samples that are 
transmitted using NP observer approach are shown 
in Figure 4. where x-axis represents the number of 
samples and y-axis represents the threshold power of 
NP Observer. Threshold power at 2dBW input SNR 
is 0.8962 Watts, PD = 0.4587 and Pfa = 0.5413. The 
same input power 2dB signal applied to our CFDI is 
represented in Figure 3. The axis notations are similar to 
Figure 4. Threshold power at 2dB input is 1.1310 Watts, 
PD = 0.5521 and Pfa = 0.4479 when both Figure 3 & 4 
are compared, it is found that in Figure 4 few samples 
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If the user’s presence is not identified in the 
spectrum, detector gives a busy signal. In such case the 
user cannot consume the bandwidth of our spectrum. 
Hence the spectrum remains idle and it will be costlier 
to the customers. This problem can be rectified in 5G 
technology by using CFDI algorithm at low SNR.

Figure 5: Comparison of CFDI pfa vs np observer pfa

From Figure 5, -6dB to 7dB CFDI Pfa is lower 
than NP Observer Pfa. Hence at low SNR ranges our 
proposed algorithm gives fewer false alarms than NP 
Observer.

Figure 6: Comparison of CFDI pD vs np observer pD

From Figure 6, The PD is analyzed from the input 
power levels of -6dB to 14dB.From -6dB to 7dB CFDI 
PD is higher than NP Observer PD. Hence at low SNR 
ranges our proposed algorithm gives good accuracy 
than NP Observer.

Figure 7 represent the comparison between the 
thresholds of CFDI and the NP Observer thresholds. 
From power levels -6dB to7dB proposed algorithm 
threshold level is slightly higher than NP Observer 

Figure 7: Comparison of CFDI threshold vs np observer 
threshold

threshold even though the accuracy of detection is 
more for proposed algorithm at low SNR. In mobile 
communication the power is required for initiation 
of calls at base station is in between -6dB to 7 dB 
only. So to do analysis for we took the power values 
in that range only. Above of 7dB power values are 
not considered and those are negligible. Hence at low 
SNR level our proposed CFDI gives better result than 
existed NP Observer.

ConCluSIon4. 

Sensing of the channel is a primary aspect in Cognitive 
Radio Networks (CRN). As per the available literature, 
different sensing algorithms has been explored, in 
extension of those studies this work made an attempt 
to apply CFDI concept to get better results of false 
alarm signals. This CFDI technology provides an 
extended benefit of receiving signals even though 
there is no priori information. In Cognitive Users how 
much ever the noise presents the signal is received 
and it gives proper accuracy at low SNR. Hence at 
the low SNR region the CFDI algorithm gives better 
detection results comparatively to existing method of 
NP Observer approach.
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