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Supervised Learning Techniques for Big
Data: A Survey

G. Madhukar Rao* and Dharavath Ramesh**

Abstract : Information and Communication technology (ICT) produces the enormous data that lead to big
data. The connection between the device to device communications generates a massive amount of data.
There are many systems such as sensor networks, intrusion detection systems, climate change detection
systems, satellite systems and health care systems are producing the massive amount of data, called big data.
Significantly, it will lead to an exponential rise in computational complexity and unpredictability. This paper
presents the new algorithmic approaches to handle the problems of big data, such asthe minimal computational
cost, reducing the complexity, overfitting and least memory requirements.
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1. INTRODUCTION

Massive amounts of dataare coming fromthe various sourcesthat are very difficult to manage, process, and
andyzethrough traditional databasetechnologies[1]. Intheingance of [2] and [3] defined big dataascharacterized
by three Cs: volume, variety, and velocity. Thetermvolume, variety, and velocity were originaly introduced by
Gartner to describe the elements of big datachalenges.

Volume: It refersto the amount of datawhich are generated and stored fromthe various sources.

Variety : It refersto thevarioustypesof data collected vialnformation Communication Technology (ICT),
Internet of Things(loT), wirelessnetworks and social networks.

Velocity : It refersto the speed of datageneration, streaming and aggregation.
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Fig. 1. Characteristics of Big Data.
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Bigdataanalytics

An analyssof datacan reved many interesting properties of the data, which can help usto predict the future
characterigtics of data. Big Dataanalytics are the domain which explorestheinformation, insightsto the users.
Machinelearning techniquesare used to classify and predict the futurecharacteristics of data. Thisisachalenging
task for many organizations, industries, institutions, health care sectors and government agencies. Extraction of
useful information about the different typesof dataisthe major problemin big data[4]. Big DataClassficationis
one of theresearch problemis used for extracting the information fromthe massve and complex datasets|[5,6].
Dataare coming fromthe different sourcesiscaled, DataDomain[12].
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Fig. 2. Distinction between Regression, Classification and Clustering.

Domain perspective can help usto better understand of regression [7], classification [8], clustering [9],
supervised learning [10], and unsupervised learning [ 11]. Thefigure 2 showsthe distinction between regression,
classificationand clustering. Learning techniquesaretwo types 1) Supervised Learning and Unsupervised Learning
[26]. In supervised learning classes are known and classes and class boundaries are well defined in the given
datasets and learning can be done from these classes, and it iscalled classification. In Unsupervised Learning
classes are not known and classboundaries are not defined, the classlabelsthemselves are learned and classes are
defined based onthat labels, and it iscalledit iscaled clustering.

2.CLASIFICATION TECHNIQUES

Classification models are classified into threetypes 1) Mathematical Modél (e.g., support vector machine)
[13]. 2) Hierarchical Modes(e.g., Decision Treeand Random Forest) [14,15]. 3) Layered Modes(e.g., Deep
Learning) [16].

Support Vector Machine

Traditional classification approachesare having poor performance whenworking with hugeamount of data,
but support vector machineis avoiding the problemsof representing huge amount of data. Support vector machines
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aredivided into linear and nonlinear SVMs[7]. It provides proper and accurate massive amount of data and
compromising the classifier complexity and errors can be controlled explicitly.SVM[25] kerne can be applied
directly to datawithout the need for the feature extraction process. SVM is an efficient model to handle the
complex dataand solving the problem of overfitting.

SVM[25] isnot that much scalable, on large data setsbecause it takesamore amount of timefor multiple
scanning of datasetsand it istoo expensiveto perform. Clustering based SVM (CB-SV M) isused to overcome
the problemsof SV M. It provides scalability and reliability of SV M classification[18]. CB-SV M isscaable when
theefficiency of training, maximizing the performance of SVMs.

Decision Tree

Decision Tree can be used to filter the handle the massive amount of data. It can have satisfactory and
accuracy of thesedata sets, which can betrained fast and provide sound results on those classifications of data
[17].

Theapproach of Decision Treeisto break alarge set of data set into n partitions, thenlearnaDT ineach of
thenpartitions. Creation of fina DT ispruning thetreeremoves nodesthat do not provide accuracy in classification
resultsdueto reduced sizetree. Thelimitations of Decison Treeare building aDecison treeisatime consuming
process when theavailable data set ishuge and the communication cost is minimized. C4.5 algorithm with map
Reducing model can be used to overcomethe limitationsof Decison Tree[19].

Random Forest

Random forest isa supervised learning technique, which integrates sampling, subspace approach and an
ensemble gpproach that conssts of many decisontrees. Randomforest isfast to build decisontreesand evenfast
to predict. Randomforest isthe technique, whichisapplied for both classification and regresson problems[ 15, 7].
The decision Tree learning model has been injected into the Random Forest Models and thus includes the
parameterization, optimization objectivesof the decisontreelearning model. The randomForest dgorithm has
balancing error in class population unbalance datasets. The advantage of Randomforest isthat it provides multiple
trained decison classifiersfor thetesting phase. In which the generated forests can be saved for further useand it
offersan experimental method for detecting variableinteractions. Ovefitting isthe one of the problemsin Random
forest for some datasetswith noisy classification/regression tasks.

Deep Learning

One of themgjor challenges of Big Dataisscalahility of learning algorithms, especialy scaling up of machine
learning. Dueto therapid growth of the number of observationsscaling-up problem may occur [ 20]. Thesekinds
of problems canbe handled by Deeplearning [21], whichisandternative version of theartificia neura networks.
Deep neural networks (DNNSs) are having many hidden layers, whose weights are fully connected and often
initialized Deep Belief Networks (DBMs) [22]. DNN has shown greet performanceinrecognition and classfication
tasks, including natural language processng, image classification, and traffic flow detection[23]. Overfitting problem
can be caused by incorrect values of the input parameters[7]. In deep learning models, the stochastic gradient
descent(SGD) with abackward propagation approach has been used for learning parameters and scaling—up
machinelearning [24]. Ovexfitting problem can be exhibited fromtheintegration of SGD based backward propagation
technique. Theadvantage of Deep learning isto improve processing abilities, reducing the computational cost and

complexity.
3.CONCLUSON

Inthisarticle, we have explored different types of supervised learning techniquesfor big data. All thetechniques
aresuitablefor different applications. Rapid Growth of datacausesthe highdimensondlity, complexity, computationd

cost, overfitting and scalability problems. These problems can be handled by Machine learning agorithmsfor Big
Daa
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