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Application of Statistical Methods for
Identifying Fixed Collocations in Texts
in the Russian Language to Extract
Information Objects Consisting of Two
or More Words from News Flows

Nikolai Valerievich Bradis* and Dmitrii Aleksandrovich Sytnik*

Abstract : Inthe systems of the processing of information news flows, the priority task isto identify information
objects, i.e. persons, organizations and geographical locations. The aim of this paper is the development and
practical implementation of the method for the identification of information objects, the name of which
containsmore than one word. Information objects that are uniquely defined by a single word can be identified
using reference books or special dictionaries of geographical names, surnames and organizations of various
level of detail. Currently, there is a successfully developing morphological analyzer Pymorphy 2, which, in
addition to the options of morphological analysis of a wordwith the correspondent morphological information,
makes it possibleto receiveinformation onthe possible belonging of thisword to one of the categories: surname,
first name, patronymic, geographical location, organization. For the purpose of identifying information objects
and named entities,methods based on rules, dictionaries, context-free grammars, andontologies are often used.
The essence of the method discussed in this paperconsists in identifying multiwordinformation objects by
means of identifying statistically stable word combinations (collocations), as well as in the identification
of obtained collocations as bel onging to aninformation object of one of the listed types. This method is based on
the use of statistical measures of inclusion of thetypes MI, T-score, Dice Factor, etc. Among fixed collocations
obtained by thismethod, it is possibletoidentify thosethat potentially describeinformation objects. The practical
implementation of this methodmadeit possibleto identify not only information objects, but also adjuncts of time,
as well as multiword names of various inanimate objects.

Keywords: Newsflow, statistical measure, information object, statistical method, text analysis, morphological
analysis, T-score, MI, Dice Factor, automatic text processing, collocation, threshold, occurrence frequency.

1. INTRODUCTION

Description of theobject of the study and the source datafor the task of identifying information objects.

The extraction ofinformation objectsfromaflow of unstructured datain natura languageisof someinterest
fromthe perspective of identifying the mainactorsand circumstances of theevent described inthetext, which can
be used for clustering and structuring the dataflows. The obtained results can aso be used in expert sysemsand
decision support systemsto analyzethe data of news flows and other sources of textua information. The object of
the study of this paper isinformation objectsof the type“organization”, “ person” and “geographical location”,
congsting of morethan oneword.

Asthe sourcedatafor the study, the authors used the dataof the newsflowsfromtheinformationweb portas
gazetaru, lentaru, rbk.ru, riaru and vedomosti.ru. A unit of anewsflow (news) isunderstood to bean ungructured
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message, published at acertain point intime (date and time of publication),from aparticular source (media). Each
news message should describe some event and contain information about the participantsin thisevent. For the
analysis, only newsfrom politica sectionswere selected. After downloading, plaintext without html tagsand any
other service information was extracted from each newsarticle. Then theselected text was saved inthe database
for further processing. All the news messagesfrom different feeds were selected withinthe sametimeinterval,
which makesit possibleto concludethat they cover the same political events, whichtook place during this period.

Description of the task

Thetask of identifying fixed collocationsiswidely used inthetasks of information retrieval and text analysisfor
further indexing, classification and search. Currently, there are alarge number of systemsfor the extraction of
keywords and phrasesfromtexts in natural language. Asarule, these systems use either linguistic or statistical
methods. Linguistic methods are based on the meaning of wordsand use ontologies and semantic information
aboutwords| 1], while satistical methods use numerical dataon the frequency of occurrence of wordsintexts[2].
Linguistic methods aretoo labor-intensive and aregeneraly focusedon aspecific subject area, asthe development
and updating of ontologiestakes considerabletime.

The aim of this paper isto propose and test amethod for extracting from newsflowsinformation objects, the
name of which consists of morethan oneword. To solvethisproblem, it isnecessary to carry out the preprocessing
of newstextsfor the purpose of identifying an array of word forms, removing stop wordsand stop characters,
conducting amorphologica analysisof theword formsof thetext. After the preprocessing, it isrequired to define
theboundariesofpossble collocations| 3] andto identify the most sgnificant ones[4]. Thesgnificance of collocations
isdetermined by the frequency of co-occurrence of itswords. That is, the priority task isto identify frequent word
combinations, the co-occurrence of whichis based ontheregular nature of mutual expectation.

After identifyingsignificant collocations it isnecessary to determinetheir belonging to information objects: for
this purpose, one cancheckif the words constituting the collocation belong to theseinformation objects. For this
purpose, one can use themorphological andyzer Pymorphy?2 [5], which makesit possibleto receiveinformation on
the belonging ofa certain wordto aninformation object; besides, onecan also use wordsthat refer toinformation
objectsof thetype*organization” or “geographicd location”. The belonging of acollocation to aninformationobject
can be determined by checking whether it containsa pointer word whichrefersto theform of ownership of the
organization, or by the presence of oneof the following wordsinthe collocationor near it: ministry, fund, bank,
department, integrated plant, etc. The belonging of acollocation to aninformation objectof thetype“geographical
location” can be determined by the presence of one of thewordsin thecollocation or near it: city, street, peninsula,
island, state, region, lane, etc.

2. METHOD FOR IDENTIFYING STATISTICALLY STABLE WORD COMBINATIONS
(COLLOCATIONS)

General description of themethod
To identify collocations, various gatistical measurescanbeused [6]. Inthispaper, threemeasuresare consdered:
Measure M| (mutual information) [ 7], Measure T-score[ 8], Dice Measure[9].

1. MeasureMI (mutual information) : David Magerman and Mitchell Marcus were among thefirst
researchersto usethe M1 measurefor processing textsin natura languages. Thisstatistical measureis
suitablefor identifying specific termswith low frequency of occurrence, fixed collocations and proper
names. Thismeasureis based ontheratio ofcontext-dependent frequenciesto independent context-free
frequencies

f(a,b)x N

ME= o8, 4 % 1)

@)



Application of statistical methodsfor identifying fixed collocationsin textsin the Russian languageto extract... 23

where:
a, b — terms(hereinafter atermisunderstood to mean asingleword or aphrase),
f(a), f(b) — absolute frequenciesofoccurrence of thetermsaand binthetext corpus,
f(a, b) — thefrequency ofoccurrence of thetermatogether withthetermb,
N — thetota number of word formsinthetext corpus.

2. T-scoreMeasure: The T-score measure, aswell asthe MI measure,takesinto account the frequency

of co-occurrence and independent occurrence of thewords of the collocation and makesit possibleto

determine the degree of nonrandomness of the strength of bonds between wordsin the collocation:

f(a,b) - f(a)x f(b)
T —score = N : 2

Jf(ab)

where:
a, b — terms(hereinafter atermisunderstood to mean asingleword or aphrase),
f(a), f(b) — absolutefrequenciesofoccurrence of thetermsaand binthetext corpus,
f(a, b) — thefrequency ofoccurrence of thetermatogether withthetermb,
N — thetota number of word formsinthetext corpus.

3. DiceM easure: TheDicemeasure, dso knownas Sgrensen-Diceindex, wasinitidly intended foridentifying
the interdependence of the two charactersbetween species, but later found application for determining
thebinding of wordsin collocations:

_ 2x f(a,b)
Dice = F )+ f(b)’ @
where:
a, b — terms(hereinafter atermisunderstood to mean asingleword or aphrase),
a, b — terms(hereinafter atermisunderstood to mean asingleword or aphrase),
f(a), f(b) — absolute frequenciesofoccurrence of thetermsaand binthetext corpus,
f(a,b) — thefrequency ofoccurrence of thetermatogether withthetermb.

Theuse of the data of statistical measuresis based on thefact that for every potential collocationavaue of
themeasureiscalculated, and, if the obtained value exceeds the threshold value, the collocation entersthelist of
ggnificant collocations.

Potentid collocationsareonly combinations of wordslocated in cose proximity to each other and not separated
by punctuation marks, prepostions, and any other words. A potential collocation may include only nouns, adjectives,
proper names, or thewordsnot recognized by themorphologica andyzer. Verbs and auxiliary parts of speech are
not included in potentia collocations, sincethey are extremely rarein the names of organizations andgeographical
locations and never occur in firsthames, surnames and patronymics of persons. The restrictions, imposed on
collocations, depend on the sources, fromwhichit isrequired to retrieve the data, and thetype of data, whichit is
necessary toretrieve[10].

Preprocessing of texts

Before extracting collocationsfromthetext, it isnecessary to divide the analyzed text into words, remove
stop-wordsand punctuation marks, carry out themorphological anaysisof the remaining word forms, to determine
the boundaries of potential collocationsand extract sngle terms, which can becontained in collocations.

Thetext isdivided into words by punctuation marks andspaces; forcompound words (for example, “blue-
green’), it istaken into account that the symbol “-” separatestwo words only whenthere are paceson both sdes.

To remove stop words, a preformed list of stop wordsis used;each word after morphological analysisis

checked for inclusioninthislist. Stop words arethe wordsin atext which have no meaning. Stop wordsor noise
wordsinclude prepositions, participles, interjections, particles, punctuation marksand introductory words.
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After removing the noisewords, it isnecessary toconduct amorphologica andysisof thewordsinthetext for
the purpose of identifying each word inthetext and counting thefrequency of itsoccurrence, regardlessof the form
inwhichthat word occurs. There aretwo typesof morphologica anadyss ssemming and lemmeatization.

The essence of semming isto identify an uninflected word stemby cutting off al changeable parts (endings,
prefixes and suffixes). Thismethod iswell suited for the English language, but for languageswith complex word
building, in particular, for the Russian language, it isnot very useful. The most famous stemming algorithmwas
proposed by Martin Porter in 1980[ 11] and later adapted by himfor various I ndo-European languages, including
Russian. Theessence of lemmatizationisreducing aword formto thelemma, i.e. to anormal dictionary form.

The comparison of the correctnessof thework of theagorithmsof semming and lemmatizationwas performed
by Mikhail Korobov by comparing Mystem 3.0 and Pymorphy?2 [12]. The comparison showed that, depending
onthetype of source dataand wordsto be parsed, both implementations have both drawbacks and advantages.

The proposed method of morphologica analysis usesthe morphologica analyzer Pymorphy2[5], whichis
based on the method of lemmatizationand returns the normal form of theword, aswell as the accompanying
morphologica informationonit (part of speech, gender, number, case) and the informeation onthe possible belonging
of theword to one of the types of information objects.geographical location, organization, surname, first name or
patronymic name. Asarule, Pymorphy2 returnssevera options of parsing for one and the same word; therefore,
all parsing options should betaken into account and.,if at least one option makesit possibleto includethewordin
thepotentia collocation, thisword cannot be excluded from consideration.

I nthe process of morphological anaysisand removing stop words and punctuation marks,tuplesof single
termsare built. A tuple will bereferred to asacontinuous sequence of singletermsthat can beincluded inthe
collocation (which are notstop words, punctuation marks, auxiliary parts of speech or verbs). Besides, foreach
sngletermit is counted how many timesit occurred inthetext corpus(occurrencefrequency).

| dentifying collocations

At theinitial stage, fromthetexts, identified at the preprocessing stage, alist of potential collocations,
consisting of two singleterms, i.e. collocationsof the length 2, isformed. Potentia collocations of thelength 2can
be also built at the preliminary stagein the process of forming tuples of sngleterms, which positively affectsthe
performance of the method. Inadditionto identifying collocations,thefrequency of their occurrenceisaso counted.
For all of the obtained word combinations of the length 2, the value of astatistical measureiscalculated, and
thosepotential collocations, for which the value of the measureexceedsthe threshold value, are added to thelist
of sgnificant collocations. After that, al potential collocations of the length 2 are merged with the adjacent single
termsfromthe sametuples, and alist of potential collocationsof the length 3 isformed (with their occurrence
frequencies), whichinturn are also tested for sgnificance. The agorithmisrepeated until therestriction onthe
maximum length of acollocationisachieved, or no potential collocationsfor the achieved length are found.

To improvethe performance of the method, in the process of theformation of thelist of potential collocations
of the length n,only significant collocations of thelength n-1 can be used. However, in this case a part of
significantcollocations of the length n can belost, since according to the above formulas of various statistical
measures, the value of ameasurefor acollocation does not depend directly on the value of measuresforsmaller
collocationswhichareincluded init. Let us show it using the example of the Dice measure.

_ 2x f(ab,c)
Dice(ab, c¢) = Tabns 4
From (3), it followsthat: f(a,b) = %X Dice(a, b) x (f (a) + f (b)). ©)
By subgtituting theexpresson from(5) into (4), weobtain:
. 2x f(ab,c)
Dice(ab, c) = (6)

;x Dice(a, b)x(f (a) + f (b)) + f(c)
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From(6), it followsthat the measure of the collocation of thelength nisinversely proportiona to themeasure
of itscongtituent collocation of smaller length.

Toidentify sgnificant collocations, theimplemented method usesall three of the above-mentioned statistical
measures. Depending on the settings of the method, a collocation may be considered significant, if any of its
measuresmeets the corresponding threshold value, or if thevalue of a particular measuremeetsthe threshold
value of thismeasure, orif the values of all measures meet the corresponding threshold values. By means of
experiments, athreshold value was sdlected for each of the measures. For M1 and T-score measures, thethreshold
valuewasdetermined to be equa to 1, and for the Dice measure—1/2. Theissue of the selection of the threshold
value for each of the measuresis still open, and there are various hypotheses[13]. The use of the T-score
measurehas a disadvantage consisting in identifying collocationswith very frequent words, which ofteninclude
functionalwords (prepostions, conjunctions, etc.), but thisproblemissolved inthe proposed method by theprevious
removal of the op words The main disadvantage of the Dice measure isthat it does not takeinto account the
volumeof thetext corpus.

In addition to using measures of statistical significance, the method implies imposing arestriction on
theoccurrence frequencyfor acollocation, in order tocut off rare and insignificant collocations. For this purpose,it
is possible to specify a minimum threshold of the frequency of occurrence of the collocation in the texts of
theprocessed newsarticles. During the experiments, conducted in the course of theimplementation of thismethod,
thecollocations, occurring two or lesstimesinthetextsof al articlesto be processed, were iminated.

3.RESULTS

Theresult of thework isthe softwareimplementation of the described method and itsvalidation on red news
flows, besides, the comparative evaluation of the satistical measures, used inthismethod, was carried out. For the
implementation of the method, the Python programming language was selected. For this programming language,
thereisapackage of librariesNLTK for the symbolic and statistical processing of textsin natural languages[ 14].

The method wastested on various amount of news (from5 to 1000) on political topicsfor the period from
October 2015to March 2016fromnews flows gazetaru, lenta.ru, rbk.ru, ria.ru and vedomosti.ru. To test the
performance of the method, 100 newsfor October-November 2015 were selected and processed; asaresult,
502 significant collocationsconsisting of 2 or 3wordswereidentified, fromwhich the system selected 103
collocations, related to variousinformation objects, and 14 most significant dates, for example, September 30,
2015(the beginning of the Russian military operationin Syria). The small Sze of thetest sampleisassociated with
thefact that thisamount of articlescan be analyzed by human with the purpose of the manual validation of the
correctness of thework of the method. Table 1 showsthefirst 16 significant collocations, whichwere revealed by
the program, in descending order of occurrencefrequency.

Tablel. Theresultsof applyingthe method, sorted by the occurrencefrequency.

Collocation Frequency Dice Mi T-score
Idamic State 32 0.61 5.73 5.55
Vladimir Putin 31 5.23 5.42 5.23
RIA News 26 6.69 5.04 6.69
Bashar al-Assad 22 6.64 4.64 6.64
September 30 21 6.033 451 6.03
Head of sate 19 0.25 3.70 4.02
Dmitry Peskov 18 0.53 0.68 1.59
Terrorist group 12 0.50 6.35 3.42

Codlitionforces 12 0.41 0.78 1.45
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Collocation Frequency Dice Mi T-score
Russian leader 11 0.14 3.13 2.93
State Dumadeputy 11 0.28 4.82 3.19
Air operation 10 0.33 5.67 3.10
President of Syria 10 0.09 1.96 2.35
A321 airbus 10 0.90 8.32 3.15
Federation Council 10 0.42 6.19 311
Sina Peninsula 9 0.51 7.22 2.97
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Fig. 1. Graphs of the values of statistical measures calculatedfor the identified information objects in
the descending order of their occurrence frequency.

Inthe covered period,the Russian military operationin Syria began;therefore, theresult of applying the
method, which identified among the main information objects the I slamic State, Vladimir Putin, Bashar Al-
Assad, the Federation Council, the Codlition forces and Dmitry Peskov, isquitelogical. Inthe same period, the
crash of theaircraftwith Russiantourists over theSinai Peninsulatook place, which wasbound to bereflected in
mass mediaand, consequently, intheresult of thework of the algorithm. The eventsinthe East of Ukraineand the
Minsk agreements wereaso reflected in theresults of thework of the agorithm.

Thismethod isaimedto identify only thoseinformeation objectsthet consast of more thanoneword, whichexplains
therelatively small amountof identified objects.

Figure 1 showsthat al three satistical measureshave similar ascending/descending domains, but the T-score
has the minimum dispersion, which confirmsits main disadvantage consisting in that the value of the T-score
measureisstrongly influenced by the occurrence frequency of acollocation. Fromtheformulas (1), (2) and (3), it
may be concluded that all three measures directly depend on the occurrence frequency of acollocation and are

inversaly dependent on the values of the occurrence frequenciesof itscongtituents. By meansof smplecalculations,
it ispossibleto expresstheT-Score measurethroughthe M1 measure.

| f(a,b)x N
From (1), it followsthat : M = X (b (@ f () ()
_ __f@xtb) _ _ 1@ f(b)
Toscore = f(ab)— - =rrts=f@b) —Jf@b) = ©

From(2), it followsthat: T — score =/ f (a, b) x (1— Z_JB;HJ ©)
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From(7) and (8), it followsthat :

T—score = 4/ f(a, b)X(l—z—],\;”J ©

Table 2. Theresults of applying the method, sorted by thevalue of the Dice measure.

Collocation Frequency Dice Mi T-score
National Unity Day 4 1.00 9.92 1.99
Caspian Flotilla 3 1.00 10.34 1.73
South ChinaSea 3 1.00 10.34 1.73
SaddamHussain 3 1.00 10.34 1.73
MugafaDzhemilev 3 1.00 10.34 1.73
AirbusA321 10 0.90 8.32 3.15
Right Sector 5 0.90 9.34 2.23
German Chancellor 3 0.85 9.92 1.73
RIA News 26 0.82 6.69 5.04
LadaVesta 4 0.80 9.34 1.99
Vadai Discussion Club 7 0.77 841 2.63
Investigative Committee of Russa 3 0.75 9.60 1.72
Bashar al-Assad 22 0.72 6.64 4.64
Minsk agreements 7 0.66 7.97 2.63
VerkhovnaRada 4 0.61 8.53 1.99
Idamic State 32 0.61 5.73 5.55

Fig. 2. Graphs ofthe values of statistical measures calculatedfor the identified information
objects in the descending order of the value of theDice measure.

Table 2 showstheresultsfor thefirst 16 sgnificant collocationsin the descending order of the value of theDice
measure. FromTable 2, it can be seen thatthe Dice measureismainly influenced by therarity of the occurrence of
thewords, included inthe collocation, outside this collocation.
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Table 3. Theresultsof applyingthe method sorted by thevalue of theM | measure.

Collocation Frequency Dice Mi T-score
Caspian Flotilla 3 1.00 10.34 1.73
South ChinaSea 3 1.00 10.34 1.73
SaddamHussein 3 1.00 10.34 1.73
MugtafaDzhemilev 3 1.00 10.34 1.73
Unrecognized Crimean Tatar Majlis 4 0.50 10.01 1.99
Nationd Unity Day 4 1.00 9.92 1.99
German Chancellor 3 0.85 9.92 1.73
| nvestigative Committeeof Russia 3 0.75 9.60 1.72
Right Sector 5 0.90 9.34 2.23
LadaVesta 4 0.80 9.34 1.99
AngdaMerkd 3 0.60 9.11 1.72
Nataia Poklonskaya 3 0.60 9.11 172
VerkhovnaRada 3 0.60 9.11 1.72
Nikola Arefyev 3 0.60 9.11 1.72
Ivan Nikitchuk 3 0.60 8.92 1.72
Russa24 TV channe 3 0.54 8.92 1.72

Fig. 3. Graphs ofthe values of statistical measures calculatedfor the identified information objects
in the descending order of the value of theM| measure

Table 3 showsthefirst 16 sgnificant collocationsin the descending order of the value of theMI measure. On
the basis of the analysis of the data of Tables 2 and3 and the graphs presented in Figures 2 and 3, it may be
concluded that the Dice and MI measures are less influenced by theoccurrence frequency of collocations as
compared withthe T-score measure, and the results of the use of the Diceand M| measures are closer to each
other thanto the results of the use of the T-score measure.

Theimpact of the occurrence frequency of acollocation onthe value of the T-score measure and the impact
of the occurrence frequencies of the words, included in the collocation, onthe M| and Dice measures can be
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confirmed by the example of the collocation“Vladimir Putin”. Thiscollocationissecond intermsof the occurrence
frequency andsecond interms of the value of theT-score measure; at the same time,the occurrence frequency of
theword*“Putin” separately fromtheword“Vladimir” isvery high, therefore, thecollocation“Vladimir Putin” ranks
28thintermsof the value of the Dice measure and 74th in terms of the value of the M| measure.

For the purpose of more correct evaluation of the method performance, 163 newsfor the period of June 2-
16, 2016were selected and processed; as a result, 687 significant collocationsof the length 2 and 3 were
identified, fromwhich the system selected 134 collocations, related to variousinformation objects. Sincethe
active phase of the Russan operationin Syriawas dready over in the selected period, it isnot surprising thatthe
articles, published within the specified period, payed more attention toforeign policy eventsnot directly related
to Syriaand internal political eventsinthe country. Inthe newsflows,the following eventswere covered: the
electionraceinthe United Statesinvolving Donald Trump and Hillary Clinton, the controversy surrounding
Germany’srecognition of the Armenian genocide by Turkeya century ago, the expansion of the North Atlantic
Treaty Organization (NATO) in the Black Sea and East Europe, the rioting during the European Football
Championship in France, negotiations between Turkey and the European Union on the abolition of visaregime,
the resolution of the crisisinthe East of Ukraineand the negotiations of the Normandy Format, disputesin the
society around theidea ofrenaming abridge over one ofSt. Petersburg canalsafter Akhmad Kadyrov, the prank
call onthe Russian ballerinaAnastasia Volochkovaand other events. Theseeventswere aso reflected inthe
results of the application of the statistical method of identifying information objects, consisting of morethan one
word, whichisdemonstrated in Tables4, 5 and 6.

Table 4. Thefirst 16 significant collocationsin the descending order of thevalue of the T-score
measure, extracted from newsflowsfor the period of June 2-16, 2016.

I nformation object Frequency T-score
Vladimir Putin 47 6.70
Dmitry Peskov 30 5.37
Federation Council 28 5.22
RIA News 24 4.86
Far Russa 18 3.88
State DumaCommittee 17 3.76
Franz Klintsevich 1n 3.30
Lower Chamber of the Parliament 1 3.29
Representative of theKremlin n 3.17
President of the United States 13 3.03
Normandy Formeat 9 2.99
Sergey Naryshkin 9 2.95
Minister of Defense 9 2.93
Law enforcement bodies 8 281
Alexey Pushkov 8 2.79
Council of Europe 8 2.69
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Table5. Thefirst 16 significant collocationsin the descending order of thevalue of the
Dicemeasure, extracted from newsflowsfor the period of June 2-16, 2016

I nformation object Freguency Dice
Normandy Formeat 9 1.00
FrancoisHollande 3 1.00
Harry Truman 3 1.00
AngelaMerke 3 1.00
Recep Tayyip Erdodan 3 1.00
Kerch Strait 3 1.00
AnastasiaVolochkova 4 0.88
Ottoman Empire 7 0.87
RIA News 24 0.87
Black SeaFleet 3 0.85
I nnovation Fund Skolkovo 3 0.85
EllaPanfilova 5 0.83
Petro Poroshenko 5 0.76
British newspaper the Times 3 0.75
Barack Obama 6 0.66
Donad Trump 5 0.66

Table6. Thefirst 16 significant collocationsin the descending order of the value of theM |
measure, extracted from newsflowsfor the period of June 2-16,2016

I nformation object Frequency Mi
FrangoisHollande 3 10.74
Harry Truman 3 10.74
AngelaMerke 3 10.74
Recep Tayyip Erdodan 3 10.74
Kerch Strait 3 10.74
Black SeaFleet 3 10.33
I nnovation Fund Skolkovo 3 10.33
AnastasiaVolochkova 4 10.01
British newspaper The Times 3 10.01
Livonian Order 3 9.74
Council of the Parliamentary Assembly 3 9.74
Catherinethe Gresat 3 9.59
Pranker Vovan 3 9.59
EllaPamfilova 5 9.52
Akhmad Kadyrov 3 9.33
Petro Poroshenko 5 9.26
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4. DISCUSSION

The main objective of the paper wasto propose methods and algorithmsforextractinginformation objects of
thetypes*person”, “organization” and “geographical Location”, containing morethan oneword, from ungructured
flows oftext data. The proposed method isbased on the identifying statisticaly sgnificant word combinations
through theuse of various statistical measures. The paper doesn’ tdescribein detail the method for determining the
belonging of theidentified collocationsto acertaintype of information objects, sncethere areready mechanisms
and solutionsalowing to achieve thiswhichwere described inthispaper. The qualitative assessment of the efficiency
of themethod was demonstrated through the example of extracting information objectsfrom newsmessagesfor
the periodsfrom October to November of 2015and June 2-16, 2016, and relating these objectsto the eventsthat
occurred during these periods.

For the quantitative evaluation of the method, the authors used manual verification and the search for
multiwordinformation objectsthat werenot included inthelist of identified objects. Asaresult of theverificationon
thissample, no new multiwordinformeation objects, occurring in thetext corpus morethan two times, were detected.
However, the method can identify one and the same object severd times. For example, for theinformation object
“Free SyrianArmy”, two fixed collocationswereidentified:” Syrian army” and“Free SyrianArmy”, which can be
wrongin the general case. The paper doesn’t deal with the methods of mergingintersecting collocations and
includingcollocationsineach other.

5.CONCLUSION

The proposed method makesit possible to extract information objects of thetypes*Person”, “ Organization”
and* Geographical Location”, congsting of morethan oneword, fromthe flowsof unstructured textual informeation.
Thetesting of themethod provided acceptable results on newsflowsfor aspecific period of time.

To optimizethe performance of the proposed method, it is possible to add algorithmsfor determining the
syntactic coherenceof potentia collocations, i.e. thewordswithinthe congdered collocation should becoherent in
termsof gender, number and case. Thisimprovement will makeit possibleto reduce thetotal amount of considered
potentid collocations, whichshould have apositiveimpact on the speed of thework of the method, but thisrequires
further research, asthe overhead costsrelated to the determination of the word coherence may exceed the benefits
dueto thereduction in the amount of collocations. To determine the word coherence, it isnecessary to usethe
gyntactic analysis of thesentences containing thesewords, which can beimplemented using GL R grammars[ 15],link
grammars|[16-17], building decision trees and other methods. At this stage, the most appropriate in terms of
performance may belink grammars, whichwill alow, without full parsng of the sentence, to determinethe coherence
oftwo wordsaccording to the rulesof thelanguage.

The proposed method doesn’'t deal withtheissue of including some of the identified collocationsin other
collocations. The agorithmof suchinclusonisnot very difficult to describeand implement, but thisshould be done
inthefuture.

Inthe proposed method,onlythree statistical measures are considered: Dice, T-scoreand MI. Inthefuture,
other measures should also be considered and evauated: L og-likelihood [18-19], M13-Score, Log-log, logDice
and others[20].

One of thedrawbacks of thismethod isignoring the synonymsand abbreviationsin the process of identifying
information objects. For example, the collocations“MFA of the Russan Federation”, “Ministry of ForeignAffairs
of Russia’ and “Russan Foreign Ministry” will be defined asthree distinct information objects, whichis actualy
incorrect. Thisproblem can be partialy solved by buildingsemantic relationships between these objectsor by using
the method of ontologies.

The proposedmethod is not a universal mechanism of detecting information objects; it ismerely amethod of
identifying potential information objects, consisting of morethan oneword. The proposed mechanism could be
used asapart of adecision support systemor asapart of asystem of semi-automatic formation of ontological
databases|21] in conjunction with syntactic and semantic analysis of textsin natural languages.
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