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Anomaly Detection in Network Traffic
from Large Dataset
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Abstract : Analyzing network traffic of an organizational network is difficult inreal time for the detection of
anomalies as the network traffic data volume is very large. Some of the commercial tools for the analysis of
network traffic are available like wireshark, tcpdump, packetsquare but they are useful when the amount of
data to be analyzed is very less and not in real time. Scalahility is the major concern when data to be analyzed
is increased to terabytes or petabytes making it difficult to analyze, because a large data set necessitates high
computing and storage resources. In this paper, we propose a framework to analyze large amount of network
traffic data to segregate anomalies for malicious behavior by using big data frameworks. Here presented the
evaluations based upon the 4 months dataset obtained from packet capture files collected through honeypot
deployed with multiple vulnerabilities since Jan, 2016 onward. The modd has been setup by preprocessing of
the dataset using Apache Pig then analyzed the processed data through IDS to build up the machine learn
mode using Apache Mahout to classify the dataset and validated the findings through the already classified
dataset with 93% accuracy.
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1. INTRODUCTION

Intrusionisbasically aset of activitieswhich are intended to compromisethe security of asystem and its
network componentsintermsof confidentidity, integrity and availability [1]. Intrusion Detection playsamgor role
for identifying security breachesafter their occurrences. |DSs are capable of spotting and generating alertsfor
possible cyber-attackswhich are categorised assignature based | DS and anomaly based 1D S. A signature based
IDS consists of adatabase of known attacks and compares incoming traffic with the existing signaturesinthe
databaseto verify attack matches. However they have aLimitation that any novel attacks cannot be detected.
Whereasanomaly based | DS isbased onthe network behaviour of finding exceptionsin the network traffic that do
not match with the normal behaviour. 1f the network behaviour isnot in agreement withthe predefined behaviour,
then it isconsidered anomalous. Further thereare two classes of network anomalies, performance associated
anomdiesand security associated anomalies. Broadcast outburst, temporary congestion, gabbling node and server
crash are consdered as performance associated anomaly on the other hand security related anomaliesare caused
asaresult of malicious actions of the intruder which intentionally flood the network to cause congestion and
ultimately leading to disruption of servicesprovided to legitimate users. The capacity of processing, analysing and
evaluating network traffic dataand to recognize anomalous paternsisincreasing rapidly because asthe number of
internet usersareincreasang rapidly o isthe databeing generated by them. Thereisaneed to develop aflexible, fault-
tolerant and scalable systemto andysenetwork traffic for anomaliesat alarge scale. Thiscanbe doneby deveoping
aframework whichiscapable of detecting anomaiesinlarge dataset by usng machinelearning algorithms|[2].
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Theveryfamous DARPA and KDD datasetshave contributed greetly in theintrusion detectionfield but they
lack precison and capability to imitate real world Stuations. Thereisaneed for novel and dynamic datasetswhich
are cgpableof reflecting intrusons and latest traffic patterns. Onthe contrary the datasets used widdy by researchers
eventoday are obsolete, inflexible and irreproducible[7]. To conquer these limitations, anew evaluation dataset is
used whichisobtained from packet capture files collected by honeypot, built on the 4 monthsof real network
traffic datacollected fromJan. 2016 toApr. 2016. Thereare number of toolslikewireshark, tcpdump, packetsquare
available to analyze network traffic. These tools are useful when the amount of datato be analyzed is small.
Scalahility Issue arises when datato be analyzed isincreased to terabytes or petabytes. It isdifficult to analyze
such large amount of databecause alarge data set necessitateshigh computing and storageresources. Here big
dataframeworks like gpache pig and apache hive comesto picturewhich can analyse and query large network
traffic easlly solving the scalability issues.

Thecompostion of thispgper isstructured infollowing sections. Theintroduction and broad-spectrumoverview
of large scalenetwork traffic analysisispresented in Section|. Sectionll coverstheliterature study following the
Section 111 which presented the methodology of proposed framework for network traffic analyssand anomaly
detection. Experimental resultsare presented in Section I V. Concluding remarksand futurework aregivenin
Section V.

2.RELATEDWORKS

M.Roeschet d. [18] proposed anintrusion detection system, Snort, whichisasignature, based IDS and has
adatabase of stored signatures and ruleswhich match the network traffic for any known signature. If amatch
occursaertsaregenerated and stored in andert file. Thelimitation of IDSisthat it isnot capable of detecting any
novel attack.

Sundaram Aurobindo [21] presented an overview of intrusion detection systems. Hedescribed the types
of IDS, anomaly based and signature based. Further he explained about models and directionsin research
towardsintrusion detection. He concluded that a hybrid model made from both anomaly based and signature
based IDS can be used in future. According to the author neither of the modelswas capable to detect all the
intrusonsonitsown.

Prathibha.P et al. [ 3] discussed that when large scale network traffic isto be andlysed, thereare challenges of
managing a huge quantity of datafor the processing. Thework proposed atechniquethrough which the packets
acquired by Snort areanalyzed using Hadoop. Snort isanintrusion detection tool whichissignature based intended
to sniff redl-timetraffic for detecting suspiciousanomalies.

IbrahimLT et al. [19] expressed concern over dataexplosionissues. Many organizations haveto facethe
challengeto handle, capture, and monitor the data dueto the ever-increasing volume of datasets, varying from
quite afew terabytesto manifold petabytes. The paper proposed amethod to resolvetheissue of processing the
large dataset by introducing atraffic supervisng system based on hadoop which performs analysis of network
traffic at alarge scae.

Uriel Carrasquillaet d. [4] presented the anomaly detection agorithmsof both scattered and clustered anomalies
inlarge dataset based upon space and time complexity. They concluded that there are certain congtraintsduring
anaysisfor the detection of anomdliesinthe available large datasetslike memory limitation, various attributesand
big filesze. The machinelearningtool WEKA,, isdeficient initsmemory management dueto itsnecessity to keep
thewhole dataset initsmemory making it unsuitable for large scae dataanalysis.

Rong.C et al. [6] compared K-means and Fuzzy c-means algorithmsfor clustering of abig data set using
Mahout. Mahout isone of the frameworksthat run on thetop of hadoop systemwhich offers scalable machine
learning algorithmsmaking it extremely useful for large datasets.

Ali Shiravi et al. [ 7] presented concernover the availahility of suitable dataset in the networking domain. As
network traffic patternsand behaviour vary and intrusionsevolve, it isanecessty to shift fromstatic and decade
old datasetstoward the datasets which expose current traffic composition and intrusions. Numerous datasets
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whichareused for research purposeare internd to the organisationsand their sharing isnot possible dueto privacy
concernswhereas other publically available datasets are deeply vague and random which fail to reved current
network trendsand traits.

Harneet kaur et a. [16] proposed atool UAC, URL Analyzer and Classifier for identification of malicious
web pageswhichworked by DOM parsing and javascript analysis.

Michael Baker et . [15] proposed atool for network traffic analysisusing Packetpig. It isanetwork security
monitoring tool which usesA pache Hadoop for storing enormousfull packet capturesand ApachePig for data
analysisdueto itssimplicity of programming. It hasintegrated Snort IDS and is capable of detecting intrusions
based on signatures. The packet captures are stocked up in a computer cluster where MapReduce jobs are
initiated by the user usng Apache Pig. It ismade up of pig'suser defined functions, open sourcetools, pig loaders
which alow anadysesof large dataset. The datacreated by running pig queriescan be visuadised usng R statistica
programming.

Anjdi PPet d.[13] did asurvey on broad scope of Apache Pig framework. The key featuresof the network
flowswereextracted for dataanalysisusing availabletoolsfor packet capture. Theflow analyzer based on Pig was
implemented and traffic flow analysis was done easily without much programming skills. It reduced thetime
consumption gresatly by reducing the complex programming constructs required for aMapReduce concept using
Javaprograms. Programming with Pig hasthe advantages of M ap/Reducejobs because of thelayered design and
built incompilers.

Shan Suthaharan et a. [22] focused on challenges of classification of big datafor intrusion detection and
utilization of machinelearning techniques of big datafor intrusion detection. Different types of supervised and
unsupervised learning techniques are discussed and variousbig data technologieslike hadoop, hive for classfication
problem of network traffic arealso used.

3.PROPOSED FRAMEWORK FORDETECTION OFANOMALIESINLARGE DATASET
3.1. Network Anomaly Detection

Anomaly issomething which isnot normal and do not match with expected norma behavior inthe network.
For instance, inanetwork, anomaoustraffic pattern could meanacompromised sysem sending senstiveinformation
to an unauthorized system. There exist three broad categories of anomaly detection techniques, Unsupervised,
Supervised and Semi-supervised. Unsupervised detection techniquesidentify anomaliesin unlabelled data set by
making assumptionthat in adatasat frequency of normd ingancesaremore than abnorma ingancesand if assumption
iswrong it leadsto high falseaarm rates. Supervised detectiontechniquesidentify anomdiesin labeled data set
and amodel isbuilt to classify normal and abnormal class. To determine fromwhich classanew datainstance
belong, it iscompared againg theaready built modd. In Semi-supervised detection techniques only normal instances
inthe dataset arelabeled and rest data set is assumed abnormal. I n the proposed work we followed supervised
anomay detectiontechnique. Using apache pig, dataset isanalyzed and relevant featuresare extracted. For anomdy
detection, thedataset isexamined using asignature based IDS and the alertsgenerated by the IDS are used for
labeling the dataset instancesasmalicious or benign. For building aML model the dataset isdivided into training
and testing set. Apache mahout isused to build amode using randomforest algorithm and the large dataset can be
classified based upon machine learn model. The experimental results provide information about recent cyber
attackscapturedin our honeypots. ThelDSissuccessful inidentifying potentialy bad traffic, severa Misc attacks,
web gpplication attacks, network Trojans, denial of service attacks, network scansand severa executable codes.
These observations are useful to understand characteristics and trends of latest cyber threats and to develop
counter steps against them. Figure 1 showsthe proposed framework for the detection of anomaly fromlarge
dataset.



236 AparnaBali, Sanjay Madan, Rakesh Kumar Sehgal and Neergj Sharma

Machine

Signature Labelling learning model
based IDS "| Dataset "| using Apache

Feature 7y Mahout

Large extraction using >
Dataset Apache pig v
Attack

signature Anomaly Classification
Database from Large Dataset

Fig. 1. Anomaly Detection approach.
3.2. Dataset

For experiments and implementation, we used a dataset obtained from raw packet captures collected by
honeypot, built onthe 4 monthsof red network traffic data collected from Jan 2016 to Apr 2016. Thereforethe
dataset hasgpproximately 10 lakhsentriesout of which 2 lakhsare mdicious. Every entry of dataset consgsof 29
attributesnamely |Pversion, | Pheader, time of service, total length, identification, IPflags, flag offset, timeto live,
protocol, checksum, source address, destination address, TCP source port, TCP destination port, TCP offset,
TCP nonce sum, TCP congestion window reduced, TCP ECN-echo, TCP urgent, TCP acknowledgement, TCP
push, TCPreset, TCP syn, TCPfin, TCPwindows, TCP length, UDP source port, UDP destination port and UDP
length. Further for validation purpose, three moredatasets collected on 3 consecutive days 1 June 2016 to 3 June
2016 from the honeypot were used.

3.3. Analysing Datausing ApachePig

Apachepig[11] isaframework for anadysis of enormous sets of datademonstrating them asdataflows. In
Hadoop using Apache Pig, datamanipulation operations can be performed. A high-level language pig L atinisused
for scripting the dataanalysis programs. All the Pig Latin scriptsareinternaly transformed to Map and Reduce
tasks. The Pig Engine processesthe Pig Latin scriptsasinput and transformsthese scriptsto MapReduce jobs. In
the proposed work, feature extraction is performed using Packetpig [ 14], a network security monitoring tool
which usesA pache Hadoop for storing enormous full packet captures and Apache Pig for dataanalysis. The
packet captures are stocked up in acomputer cluster where MapReduce jobs are initiated by the user using
ApachePig.

3.4. Machinelearning usng Apache M ahout

Wekaisan esteemed, well-built project for building machine learning model from datasets. It comprise of a
vast set of well optimized machine learning agorithms but itslimitation isthat for memory intensivetasksonlarge
datasets, it’s packageis not well optimized. Apache Mahout [6] isone of theframeworksthat run onthetop of
hadoop systemwhich offers scalable machinelearning dlgorithms such as clustering, classfication, logica regression,
recommendations, dimension reduction etc. |n machinelearning systems, theaccuracy of the syssembuilt depends
onthe szeof data used, indicating that asthe amount of data used for trainingisincreased and soistheMahout’s
performance. Inthe proposed work, Random Forest algorithmisused built on mahout for training the dataset and
then used it with test dataset to generate the confuson metrix for the performance evauation. The confusion matrix
showscorrectly classified instances, incorrectly classified instances, total classfied insances accuracy and reliability
of theclassified dataset.

3.5. Classification of Dataset

For the classfication of datainstance asmaliciousor benign, alabel isassociated withit. It isadifficult job to
correctly label dataasnormal or anomalous. Labelling isdone by dataexperts manually hence requiring significant
effort to achieve thelabelled training dataset. Suricata[16] isarule-based I ntrusion detection systemthat uses
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superficially maderule setsto examine network traffic and generate adertswhen any suspiciousevent takesplace.
The packet capture dataset was analysed using suricata | DS, 1t generated alerts about the maliciousdata. The
labelling of dataset was done according to suricataanalysisresults.

4. EXPERIMENT AND RESULT

Inthe proposed work, we used random forestsfor classfication asthey are most accurate amongst present
algorithmsand efficient onlarge datasetsasthey are ableto successfully classify enormousdatawith accuracy.
Adele Cutler and Leo Breiman developed Random forest algorithm which is an ensemble learn technique for
regression, classification and many other tasks. They work by constructing multiple decisontrees during training
period and as an output the mode of the classification or mean prediction about regression of individua treesis
depicted. It isaflexible machine learning algorithm capable of accomplishing both classfication and regression
tasks. It can hold large number of input variablesfromwhich the most significant variablesareidentified so it serves
the purpose of dimensionality reduction methodsaswell. They have an effective way to estimatemissng datawhen
ahugefraction of dataismissng. They aso balanceerrorsin datasetsin case of imbalanced classes. They consst
of acollection of regression treeswhich arerelevant for intruson detection and spawn many categorizationtrees.
Inrandomforest, multipletreesaregrownin contrast toasingletreeasin CART model. New objectsare dassified
based onattributes, each tree chooseaclassby voting for it. The classfication which has mgjority votesis selected
over every treeintheforest.

4.1. Buildingaprediction M odd usng Random-forest Algorithm

The Resultsof Machinelearning algorithm Random forest whichisbuilt on gpache mahout are discussed in
thissection. For large scale andlysswetransferred the classified dataset to hadoop distributed file syssem. Before
building amodel usng random forest, adescriptor fileisgenerated which hasinformation about classified dataset.
Then random forest model isbuilt using 100 trees onthe basis of training dataset. Once the dataistrained, the
model is used to classify new dataset. Theresults of training dataset gave a confusion matrix which depicted
146117 instanceswere correctly classified and 10681 instances were incorrectly classified asanomalies. The
accuracy percentageis 93.18 (correctly classfied instances by themode / classified instances). Thusasystemis
built for anomaly detection.

Table 1 showsthe correctly classified instances, incorrectly classified instances, tota classified instances and
accuracy of the dataset used to build the model. To validate the model, wetook 3 more datasets collected on 3
consecutivedays 1 June 2016 to 3 June 2016 fromthe honeypot server.

Table 1. Experiment Result

Title Jan-April 2016 1 June 2016 2June 2016 3June 2016
Correctly Classfied 146117 87184 151902 158986
I nstances
Incorrectly Classfied 10681 15138 15433 16536
I nstances
Total Classfied 156798 102312 167337 175522
I nstances
Accuracy 93.18% 85.21% 90.07% 90.57%

5.CONCLUSION

In this paper, proposed aframework for the identification of anomalous behavior in large network traffic
obtained from raw packet captures by honeypot Server, built onthe4 monthsof real network traffic datacollected
from Jan. 2016 to Apr. 2016. The honeypots have succeeded in capturing various types of attacks and botnets
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which are very effective to understand thetrends and traits of recent cyber threatsthereby also helping to device
counter measureto mitigate them. We utilize Hadoop based frameworksfor large-scalelog andyss. Our dataset
wasdividedinto training dataand testing data. A machinelearning mode wasbuilt on top of hadoop using apache
mahout. The model wastrained with thetraining dataset then it wasinvestigated for accuracy using testing dataset.
The main objective of thework isto proficiently classfy thelarge set of dataasmaliciousor benign based onthe
Apache Mahout/Hadoop framework through finding anomaousbehavior in dataset. Theclassfication wasdone
using random forest algorithm. The results showed that the model trained using randomforest algorithm gives
93.18 percent correct classifications.
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