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Abstract. By a Leontieff-type singular stochastic equation we understand
a special class of stochastic differential equations in Ito form that have real

rectangular matrices on the left-hand and right-hand sides that form a singu-
lar pencil. In addition, on the right-hand side there is a deterministic term,
which depends only on time, as well as impulse effects. We assume that the
diffusion coefficient of this system is given by a matrix that depends only on

time. We apply the Kronecker transform, constructed as a generalization of
the real Schur form to the case of a singular pencil of matrices, to the system
investigated in this work, and so reduce it to the canonical form. To study
the obtained canonical equations, it is necessary to consider derivatives of

sufficiently high orders of free terms, including the Wiener process. In this
regard, to differentiate the Wiener process, we use the machinery of the Nel-
son mean derivatives of random processes that allows us not to use the the
theory of generalized functions in the study of the equation. As a result, we

obtain analytical formulae for the solutions of equations in terms of mean
derivatives of random processes.

Introduction

We study the system of Ito stochastic differential equations of the form

dL̃ξ(t) = M̃ξ(t)dt+ f(t)dt+ dQ̃ζ(t) + P (t)dw(t), 0 leqt leqT,

where λL̃ + M̃ is a singular pencil of real constant matrices of size n×m, more-
over, in the case of square matrices L̃ is degenerate, P (t) is the diffusion coefficient,
which is a sufficiently smooth n×m-matrix, f(t) is a sufficiently smooth determin-
istic vector time-dependent function, tildeQ is a numeric n× n-matrix, ζ(t) is an
n-dimensional jump process, w(t) is the Wiener process, ξ(t) is the random process
we are looking for. The following titles are used in the literature for such systems:
algebraic differentialsystems, descriptor ones and Leontieff type systems. Such
equations are in use in mathematical modeling in economic, technical, chemical
and other problems, as well as in control theory (see [1])
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2 E.YU. MASHKOV

The cornerstone for this work is the article [2], in which such equation is studied
using the canonical Kronecker form, constructed as a generalization of the Weier-
strass form to the case of a singular beam. Since, in the general case, we cannot
stably calculate the Weierstrass form (see [3]), it becomes necessary to study this
system using the Kronecker transform, which is constructed as a generalization of
the real Schur form for the case of singular pencila. iT is known (see [3]) that the
Schur canonical form is computed in a stable way.

To study this class of equations, it is necessary to consider higher-order deriva-
tives of the free terms [1], [3], citegant4, i.e., in this case, the deterministic term
and the Wiener process or white noise. It is known that derivatives of the Wiener
process exist only in the sense of generalized functions and so it is extremely diffi-
cult to apply it to the study of specific equations. This circumstance makes direct
investigation of our system difficult.

Following [2], in which this class of equations was studied using the Kronecker-
Weierstrass transform, we use the machinery of Nelson’s mean derivatives of ran-
dom processes that allows us to describe the solutions without use of generalized
functions. Namely, we use the symmetric mean derivatives (current velocities) of
the Wiener process. Current velocities, in accordance with the general ideology of
mean derivatives, are natural analogues of of the physical velocities of determinis-
tic processes. As a result, for the system under consideration, we obtain physically
meaningful formulas for solutions in terms of symmetric mean derivatives of ran-
dom processes.

1. Mean Derivatives

Consider the stochastic process ξ(t) in Rn, t ∈ [0, l], defined on some probability
space (Ω,F ,P) and such that ξ(t) is an L1-random variable for all t. It is known

that every such a process generates the family ofN ξ
t σ-subalgebras of F , that is the

minimal σ such that ξ(t) is measurable with respect to iut. Such σ-subalgebra is
denoted as N ξt and called the ”present” of ξ(t), which we assume to be complete,
that is, filled with all probability sets of zero probability.

For convenience, we denote the conditional expectation E(·| calN ξ
t ) with respect

to the ”present” N ξ
t for ξ(t) by Eξ

t . Ordinary (”unconditional”) mathematical
expectation is denoted by the symbol E.

Generally speaking, almost all sample trajectories of the process xi(t) are not
differentiable, so its derivatives exist only in the sense of generalized functions. To
avoid using generalized functions, according to Nelson [5, ?] we give the following
definition:

Definition 1.1 ([8]). (i) The forward mean derivative Dξ(t) of the process ξ(t)
at the time instant t is an L1 -random variable of the form

Dξ(t) = lim
△t→+0

Eξ
t (

ξ(t+△t)− ξ(t)

△t
),

where the limit is assumed to exist in L1(Ω,F ,P) and △t → +0 means that △t
tends to 0 and △t > 0. (ii) The backward mean derivative D∗ξ(t) of the process
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SINGULAR STOCHASTIC LEONTIEFF TYPE EQUATIONS WITH IMPULSE ACTIONS 3

ξ(t) at time t is an L1 random variable

D∗ξ(t) = lim
△t→+0

E xi
t (

ξ(t)− ξ(t−△t)

△t
),

where (as in (i)) the limit is assumed to exist in L1( Omega,F ,P) and △t → +0
means that △t tends to 0 and △t > 0.

It should be noted that, generally speaking, Dξ(t) ̸= D∗ξ(t), but if, for exam-
ple, ξ(t) almost surely has smooth sample trajectories, these derivatives obviously
coincide.

From the properties of conditional expectation (see [9]) it follows that Dξ(t)
and D∗ξ(t) can be represented as superpositions of ξ(t) and Borel vector fields
(regressions)

Y 0t, x) = lim
△t to+0

Eξ
t (

ξ(t+△t)− ξ(t)

△t
|ξ(t) = x)

Y 0
∗ (t, x) = lim

△t→+0
Eξ

t

ξ(t)− ξ(t−△t)

△t
|ξ(t) = x)

on Rn, that is, Dξ(t) = Y 0(t, ξ(t)) and D∗ξ(t) = Y 0
∗ (t, ξ(t)).

Definition 1.2. ([8]) The derivative DS = 1
2 (D + D∗) is called the symmetric

mean derivative. The derivative DA = 1
2 (D − D∗) is called the antisymmetric

mean derivative.

Consider the vector fields vξ(t, x) = 1
2 (Y

0(t, x) + Y 0
∗ (t, x)) and uξ(t, x) =

1
2 (Y

0(t, x)− Y 0
∗ (t, x)).

Definition 1.3 ([8]). vξ(t) = vξ(t, ξ(t)) = DSξ(t) is called the current velocity
of ξ(t); u xi(t) = uξ(t, ξ(t)) = DAξ(t) is called the osmotic velocity of the process
ξ(t).

The current velocity for random processes is a direct analogue of the usual
physical velocity of deterministic processes (see [8]). The osmotic velocity measures
how quickly the ”randomness” of the process increases.

The Wiener process plays the determining role in our constructions ([8]). We
denote it by the symbol w(t).

Lemma 1.4 ([10]). Let w(t) be an n-dimensional Wiener process, P (t) be a suf-
ficiently smooth k timesn -matrix, t in(0, T ). Then for any t we have the formula

Dw
S

∫ t

0

P (s)dw(s) = P (t)
w(t)

2t
.

Lemma 1.5 ([8], [11]). For t ∈ (0, T ), the following equalities hold:

Dw(t) = 0, D∗w(t) =
w(t)

t
,DSw(t) =

w(t)

2t

For all k ≥ 2

Dk
Sw(t) = (−1)k−1

k−1∏
i=1

(2i− 1)

2k
w(t)

tk
.
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4 E.YU. MASHKOV

2. Canonical form of a singular pencil of constant matrices

We give the necessary information from the theory of real constant matrices, a
detailed exposition of which is available in the books [3, 4].

Definition 2.1. If A and B are matrices of size n×m, then the matrix λA+B
is called a matrix pencil, or simply a pencil. Here λ is a parameter, not a specific
number.

Definition 2.2. If A and B are square matrices and det(λA+B) is not identically
equal to zero, then the pencil λA + B is called regular. Otherwise, the pencil is
called singular.

Theorem 2.3. (Generalized real Schur form) For a regular pencil λA + B,
there are real orthogonal matrices QL and QR such that the matrix QLAQR is the
upper quasi-triangular (i.e., the upper block-triangular matrix with diagonal blocks
of size 1 × 1 and 2 × 2; blocks of size 1 × 1 correspond to real eigenvalues, and
blocks of size 2× 2 correspond to conjugate pairs of complex eigenvalues), and the
matrix QLBQR is upper triangular.

Theorem 2.4. For a singular matrix pencil λA+B of size n×m, for which rows
and columns are not linearly dependent on constant coefficients, there exists the
Kronecker transform (described by a pair of non-degenerate matrices (operators)
PL and PR of sizes n× n and m×m respectively), in which the matrix PLBPR +
λPLAPR has a quasi-diagonal form




λA0 +B0 0 0 0 0 0 0
0 Lε1 0 0 0 0 0
...

...
. . .

...
...

...
...

0 0 0 Lεp 0 0 0
0 0 0 0 LT

ν1
0 0

...
...

...
...

...
. . .

...
0 0 0 0 0 0 LT

nuq




, (2.1)

(0 < ε1 ≤ ε2 ≤ . . . ≤ εp, 0 < ν1 ≤ ν2 ≤ . . . ≤ nuq)

where

Lε =




1 lambda 0 ldots 0 0
0 1 lambda ldots 0 0

vdots vdots vdots ddots vdots vdots
0 0 0 ldots lambda 0
0 0 0 ldots 1 lambda




is a canonical Kronecker singular cell of size ε× (ε+1), LT
ν is a matrix transposed

to Lν and λA0 + B0 is a regular δ × δ-pencil of matrices that has a canonical
generalized real Schur form.
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SINGULAR STOCHASTIC LEONTIEFF TYPE EQUATIONS WITH IMPULSE ACTIONS 5

3. Main result

As it is stated in the introduction, a Leontieff-type singular stochastic equation
with impulse actions is a stochastic differential equation in Rn of the form

dL̃ξ(t) = M̃ξ(t)dt+ f(t)dt+ dQ̃ζ(t) + P (t)dw(t), 0 ≤ t ≤ T

which in integral form has the form

L̃ξ(t) =

∫ t

0

M̃ξ(s)ds+

∫ t

0

f(s)ds+ Q̃ζ(t) +

∫ t

0

P (s)dw(s), 0 ≤ t ≤ T, (3.1)

where all the objects in this equation are described in the introduction. For simplic-
ity, we assume that the rows and columns of the pencil M̃ +λL̃ are not connected
by linear dependencies with constant coefficients. In addition, we set the jump
process ζ(t) = ζ(t, ω) as follows

ζ(t, ω) =
N∑

k=1

ζ̃k(ω)χ(t− tk), 0 = t0 < t1 < · · · < tN < tN+1 = T,

where χ(t) is the Heaviside function, equal to zero for negative values ??of the

argument and one for non-negative; ζ̃k(ω) are random variables with values ??in
Rn.

From the form of (3.1) it is clear that (for simplicity) the initial condition for
solutions of (3.1) is assumed to be as follows

ξ(0, ω) = 0. (3.2)

We should point out that for the solutions we constructed below, this condition
is not fulfilled. Therefore, we approximate solutions by processes that satisfy this
initial condition, but become solutions only from some (predetermined arbitrarily
small) time instant t0 > 0 (see below).

We will look for formulas for the solutions of problem (3.1), (3.2) (as well as in
cite b2) among the random processes ξ(t, ω) that satisfy (in the sense described
below) the differential equations

L̃ξ(t)− L̃ξ(0) = M̃

∫ t

0

ξ(s)ds+

∫ t

0

f(s)ds+

∫ t

0

P (s)dw(s), 0 ≤ t ≤ t1,

L̃ξ(t)− L̃ξ(tr) = M̃

∫ t

tr

ξ(s)ds+

∫ t

tr

f(s)ds+

∫ t

tr

P (s)dw(s), tr ≤ t ≤ tr+1,

L̃ξ(t)− L̃ξ(tN ) = M̃

∫ t

tN

ξ(s)ds+

∫ t

tN

f(s)ds+

∫ t

tN

P (s)dw(s), tN ≤ t ≤ T,

for all r = 1, 2, . . . , N − 1, at the points tr they satisfy the equalities

L̃ξ(tr + 0, ω)− L̃ξ(tr − 0, ω) = Q̃ζ̃r(ω), r = 1, 2, . . . , N,

and at the initial moment of time t = 0 satisfy initial condition (3.2).
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6 E.YU. MASHKOV

So, the process ξ(t) for solving the problem (3.1), (3.2) is determined sequen-
tially for r = 0, 1, . . . , N via random processes ξr(t), which satisfy the equations

L̃ξ0(t)− L̃ξ0(0) = M̃

∫ t

0

ξ0(s)ds+

∫ t

0

f(s)ds+

∫ t

0

P (s)dw(s), 0 ≤ t ≤ t1, (r = 0),

L̃ξr(t)− L̃ξr(tr) = M̃

∫ t

tr

ξr(s)ds+

∫ t

tr

f(s)ds+

∫ t

tr

P (s)dw(s), tr ≤ t ≤ tr+1,

L̃ξN (t)− L̃ξN (tN ) = M̃

∫ t

tN

ξN (s)ds+

∫ t

tN

f(s)ds+

∫ t

tN

P (s)dw(s), tN ≤ t ≤ T,

r = 1, 2, . . . , N − 1, where

ξ0(0) = 0, L̃ξr(tr) = L̃ξr−1(tr, ω) + Q̃ζ̃r(ω), r = 1, . . . , N.

It is easy to see, that equation (3.1) in the general form is inconvenient for
study, so we will bring it to a certain canonical form. We apply the Kronecker
transformation, described in the previous section, to the matrix pencil M̃ + λL̃.
Then the equation (3.1) is transformed as follows

PLL̃PRP
−1
R ξ(t) =

∫ t

0

PLM̃PRP
−1
R ξ(τ)dτ+

+

∫ t

0

PLf(τ)dτ + PLQ̃ζ(t) +

∫ t

0

PLP (τ)dw(τ)

The regular component of the pencil PLM̃PR+λPLL̃PR is denoted by λA+B,
let L = PLL̃PR, M = PLM̃PR. Given the corresponding numbering of the basis
vectors, we obtain that in M + λL along the main diagonal there is the pencil
λA+B and canonical singular Kronecker cells Lε, L

T
ε in order specified in eqref

oks. The elements λA+B are arranged in this way: in A, first there are blocks of
size 2× 2 along the main diagonal, then non-degenerate blocks of size 1× 1, and
then degenerate blocks of size 1× 1.

Denote η(t) = P−1
R ξ(t), C(t) = PLP (t), U = PLQ̃. In the new notation, (3.1),

(3.2) takes the form

Lη(t) =

∫ t

0

Mη(s)ds+

∫ t

0

PLf(s)ds+ Uζ(t) +

∫ t

0

C(s)dw(s), (3.3)

η(0) = 0, (3.4)

Then, taking into account the above, we o9btain that the formulas for solutions
η(t) of problem (3.3), (3.4) are determined sequentially for r = 0, 1, . . . , N via
random processes ηr(t) that satisfy the equations

Lη0(t)− Lη0(0) =

∫ t

0

Mη0(s)ds+

∫ t

0

PLf(s)ds+

∫ t

0

C(s)dw(s), 0 ≤ t ≤ t1,

(3.5)
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SINGULAR STOCHASTIC LEONTIEFF TYPE EQUATIONS WITH IMPULSE ACTIONS 7

Lηr(t)− Lηr(tr) =

∫ t

tr

Mηr(s)ds+

∫ t

tr

PLf(s)ds+

∫ t

tr

C(s)dw(s), tr ≤ t ≤ tr+1,

(3.6)

LηN (t)− LηN (tN ) =

∫ t

tN

MηN (s)ds+

∫ t

tN

PLf(s)ds+

∫ t

tN

C(s)dw(s), tN ≤ t ≤ T,

(3.7)

r = 1, . . . , N − 1, where

η0(0) = 0, �Lηr(tr) = Lηr−1(tr, ω) + Uζ̃r(ω), r = 1, . . . , N. (3.8)

Remark 3.1. As noted above, to construct a process describing the model given
by the equations (3.5), (3.6) and (3.7), it is necessary to consider higher-order
derivatives of free terms (including the Wiener process). Derivatives of the Wiener
process exist only in the sense of generalized functions. Therefore, to avoid the use
of generalized functions, we will use the symmetric derivatives on average (current
speeds) Dw

S for random to construct a process that describes the model given
(3.5), (3.6) and (3.7) processes. In this paper, we will use the σ -algebra ”real”
the Wiener process, to calculate higher-order symmetric derivatives. Note that
to calculate derivatives on average, you can use any other σ -algebra, but then
the formulas for calculating higher-order symmetric derivatives from the Wiener
process change.

It is easy to see, taking into account the quasi-diagonal structure of M + λL,
that problems (3.3), (3.8) (3.5), (3.6), (3.7) and (3.8) (an equation of special
type corresponds to each component in M + λL). Denote by η̃(t), η̌(t), η̂(t) the
components of vector η(t), corresponding the bolcks λA + B, Lε, LT

ν , by g̃(t),

ǧ(t), ĝ(t) we denote the corresponding components of vector PLf(t), by Ũ , Ǔ , Û –

the corresponding blocks of matrix U ,and by C̃(t), Č(t), Ĉ(t) – the corresponding
blocks of matrix C(t). Dernote by λF + K, λG + H the blocks containing all
singular cells of Lε, L

T
ν type, respectively. WSe shall investigate every type of

these equations.
Let the pencil λA+B be q × q size. In accordance with canonical Schur form,

the equation corresponding to this regular pencil, splits into stochastic equations
of the following types.

We unite the last q−p+1 components of the process η̃r, corresponding to rows
of A with degenerate diagonal blocks of 1× 1 size, into unique matrix equation




0 app+1 app+2 . . . apq
0 0 ap+1

p+2 . . . ap+1
q

...
...

...
. . .

...
0 0 0 . . . 0







η̃pr (t)
η̃p+1
r (t)
...

η̃qr(t)



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8 E.YU. MASHKOV

−




0 app+1 app+2 . . . apq
0 0 ap+1

p+2 . . . ap+1
q

...
...

...
. . .

...
0 0 0 . . . 0







η̃pr (tr)
η̃p+1
r (tr)

...
η̃qr(tr)


 =

=

∫ t

tr




bpp bpp+1 . . . bpq
0 bp+1

p+1 . . . bp+1
q

...
... . . .

...
0 0 . . . bqq







η̃pr (s)
η̃p+1
r (s)
...

η̃qr(s)


 ds+

∫ t

tr




gp(s)
gp+1(s)

...
gq(s)


 ds+

+

∫ t

tr




c̃p1(s) c̃p2(s) . . . c̃pm−1(s) c̃pm(s)

c̃p+1
1 (s) c̃p+1

2 (s) . . . c̃p+1
m−1(s) c̃p+1

m (s)
...

... · · ·
...

...

c̃q−1
1 (s) c̃q−1

2 (s) . . . c̃q−1
m−1(s) c̃q−1

m (s)
c̃q1(s) c̃q2(s) . . . c̃qm−1(s) c̃qm(s)




d




w1(s)
w2(s)

...
wm−1(s)
wm(s)




, (3.9)

tr ≤ t ≤ tr+1, r = 1, 2, ..., N − 1.

From the last equation of system (3.9) we obtain that

bqq

∫ t

tr

η̃qr(s)ds = −
∫ t

tr

g̃q(s)ds−
m∑
j=1

∫ t

tr

c̃qj(s)dw
j(s)

Since it is the current velocity (the symmetric mean derivative) that corresponds
to the physical velocity, from this equation we find η̃qr(t) by applying the derivative
Dw

S to both sides of the equation, see Remark 3.1. It is easy to see that applying
the mean derivatives Dw and Dw

∗ (and therefore Dw
S ) to the Riemann integrals

on the left-hand and right-hand sides gives the same results for η̃qr(t) and gq(t).
Thus, using Lemma 1.4 we get that

ηqr(t) = − 1

bqq
g̃q(t)− 1

bqq

m∑
j=1

c̃qj(t)
wj

2t
, (3.10)

r = 1, 2, ..., N − 1. From the penultimate equation of system (3.9) we get that

aq−1
q η̃qr(t)− aq−1

q η̃qr(tr) =

∫ t

tr

(
bq−1
q−1η̃

q−1(s) + bq−1
q η̃q(s)

)
ds+

+

∫ t

tr

g̃q−1(s)ds+
m∑
j=1

∫ t

tr

c̃q−1
j (s)dwj(s)
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whence, having carried out the reasoning similarly to the above, using Lemma 1.5
we have

η̃q−1
r (t) = − aq−1

n

bq−1
q−1 · b

q
q

· dg̃
q(t)

dt
+

bq−1
q

bq−1
q−1 · b

q
q

· g̃q(t)− 1

bq−1
q−1

· g̃q−1(t)+

+
aq−1
n

bq−1
q−1 · b

q
q

·
m∑
j=1

c̃qj(t) ·
wj

4t2
−

aq−1
q

bq−1
q−1 · b

q
q

·
m∑
j=1

wj

2t
·
dc̃qj(t)

dt
+

+
bq−1
q

bq−1
q−1 · b

q
q

·
m∑
j=1

c̃qj(t) ·
wj

2t
− 1

bq−1
q−1

·
m∑
j=1

c̃q−1
j (t) · w

j

2t
(3.11)

In exactly the same way, for p ≤ i ≤ q − 1 we get the recurrence formula

DS




q∑
j=i+1

aij · η̃jr(t)


 =

q∑
j=i

bij · η̃jr(t) + g̃i(t) +

m∑
j=1

c̃ij(t) ·
wj

2t
(3.12)

Note that for systems of form (3.9) definitioned on the intervals [0, t1] and
[tN , T ], we have for 0 < t ≤ t1 and tN ≤ t < T respectively, similar formulas for
solutions. Moreover, the found processes satisfy conditions (3.8) in the case where

the components of the random variable Ũ ζ̃r(ω) corresponding to zero 1× 1 blocks

along the main diagonal in A are equal to zero, i.e.
(
(Ũ ζ̃r(ω))

j
)q

j=p
= 0.

So, in view of the above, for 0 < t < T we obtain the formulas for η̃i(t):

η̃q(t) = − 1

bqq
g̃q(t)− 1

bqq

m∑
j=1

c̃qj(t)
wj

2t
, (3.13)

DS




q∑
j=i+1

aij · η̃j(t)


 =

q∑
j=i

bij · η̃j(t) + g̃i(t) +
m∑
j=1

c̃ij(t) ·
wj

2t
, (3.14)

p ≤ i ≤ q − 1

For A strings with non-degenerate blocks of size 1× 1, we obtain the equations

ajj η̃
j
r(t) + ajj+1η̃

j+1(t) + . . .+ ajq η̃
q(t)− ajj η̃

j(tr)− ajj+1η̃
j+1(tr)− . . .− ajq η̃

q(tr) =

=

∫ t

tr

(bjj η̃
j
r(s) + bjj+1η̃

j+1(s) + . . .+ bjq η̃
q(s))ds+

+

∫ t

tr

g̃j(s)ds+

∫ t

tr

c̃j1(s)dw
1(s) +

∫ t

tr

c̃j2(s)dw
2(s) + ...+

∫ t

tr

c̃jm(s)dwm(s),

(3.15)

tr ≤ t ≤ tr+1, r = 1, . . . , N − 1.
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For this type of equation, there is an analytical formula for solutions (see [13])

η̃jr(t) = e

b
j
j

a
j
j

(t−tr)

η̃jr(tr) +
ajj+1

ajj
e

b
j
j

a
j
j

(t−tr)

η̃j+1(tr) + ...+
ajq

ajj
e

b
j
j

a
j
j

(t−tr)

η̃q(tr)+

+

∫ t

tr

e

b
j
j

a
j
j

(t−u) c̃j1(u)

ajj
dw1

u +

∫ t

tr

e

b
j
j

a
j
j

(t−u) c̃j2(u)

ajj
dw2

u + ...+

∫ t

tr

e

b
j
j

a
j
j

(t−u) c̃jm(u)

ajj
dwm

u +

+

∫ t

tr

e

b
j
j

a
j
j

(t−u)

[
1

ajj
g̃j(u) +

bjj+1

ajj
η̃j+1(u)+

+ . . .+
bjq

ajj
η̃q(u)−

bjj

(ajj)
2
(ajj+1η̃

j+1(u) + . . .+ ajq η̃
q(u))]du−

−
ajj+1

ajj
η̃j+1 − . . .−

ajq

ajj
ηq.

Note that for equations of form (3.15) given on the intervals [0, t1] and [tN , T ],
similar formulas for the solutions hold. Considering all η̃jr(t), we get the expression
for η̃j(t)

η̃j(t) =
N∑
r=1

e

b
j
j

a
j
j

(t−tr)

·

(
ũj
1ζ̃

1
r

ajj
+ ...+

ũj
nζ̃

n
r

ajj

)
· χ(t− tr)+

+

∫ t

0

e

b
j
j

a
j
j

(t−u) cj1(u)

ajj
dw1

u +

∫ t

0

e

b
j
j

a
j
j

(t−u) c̃j2(u)

ajj
dw2

u + ...+

∫ t

0

e

b
j
j

a
j
j

(t−u) c̃jm(u)

ajj
dwm

u +

+

∫ t

0

e

b
j
j

a
j
j

(t−u)

[
1

ajj
g̃j(u) +

bjj+1

ajj
η̃j+1(u)+

+ . . .+
bjq

ajj
η̃q(u)−

bjj

(ajj)
2
(ajj+1η̃

j+1(u) + . . .+ ajq η̃
q(u))]du−

−
ajj+1

ajj
η̃j+1 − . . .−

ajq

ajj
η̃q. (3.16)
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For strings A with blocks of size 2 × 2, we obtain subsystems with the pair of
equations

aiiη̃
i
r(t) + aii+1η̃

i+1
r (t) + aii+2η̃

i+2(t) + . . .+ aiq η̃
q(t)−

−aiiη̃
i
r(tr)− aii+1η̃

i+1
r (tr)− aii+2η̃

i+2(tr)− . . .− aiq η̃
q(tr) =

=

∫ t

tr

(biiη̃
i
r(s) + bii+1η̃

i+1
r (s) + bii+2η̃

i+2(s) + . . .+ biq η̃
q(s))ds+

+

∫ t

tr

g̃i(s)ds+

∫ t

tr

c̃i1(s)dw
1(s) +

∫ t

tr

c̃i2(s)dw
2(s) + ...+

∫ t

tr

c̃im(s)dwm(s),

ai+1
i η̃ir(t) + ai+1

i+1η̃
i+1
r (t) + ai+1

i+2η̃
i+2(t) + . . .+ ai+1

q η̃q(t)−
−ai+1

i η̃ir(tr)− ai+1
i+1η̃

i+1
r (tr)− ai+1

i+2η̃
i+2(tr)− . . .− ai+1

q η̃q(tr) =

=

∫ t

tr

(bi+1
i+1η̃

i+1
r (s) + bi+1

i+2η̃
i+2(s) + . . .+ bi+1

q η̃q(s))ds+

+

∫ t

tr

g̃i+1(s)ds+

∫ t

tr

c̃i+1
1 (s)dw1(s) +

∫ t

tr

c̃i+1
2 (s)dw2(s) + ...+

∫ t

tr

c̃i+1
m (s)dwm(s),

tr ≤ t ≤ tr+1, r = 1, . . . , N − 1.

In matrix form in the new notation, this subsystem of equations takes the
form

¯̃ηr(t)− ¯̃ηr(tr) + ϑ(t)− ϑ(tr) =

=

∫ t

tr

K ¯̃ηr(s)ds+

∫ t

tr

θ(s)ds+

∫ t

tr

¯̃g(s)ds+

∫ t

tr

ΛΘ(s)dw(s) (3.17)

where

¯̃ηr =

(
η̃ir
η̃i+1
r

)
, Ξ =

(
bii bii+1

0 bi+1
i+1

)
, Λ =

(
aii aii+1

ai+1
i ai+1

i+1

)−1

,

ϑ(t) = Λ

(
aii+2 · · · aiq
ai+1
i+2 · · · ai+1

q

)(
η̃i+2 . . . η̃q

)T
,

θ(t) = Λ

(
bii+2 · · · biq
bi+1
i+2 · · · bi+1

q

)(
η̃i+2 . . . η̃q

)T
,

¯̃g = Λ

(
g̃i

g̃i+1

)
, K = ΛΞ, Θ(t) =

(
c̃i1(t) · · · c̃im(t)

c̃i+1
1 (t) · · · c̃i+1

m (t)

)

Fjr this subsystem there is the analytical formula for solutions (see [13])

¯̃ηr(t) = eK(t−tr) ¯̃ηr(tr) + eK(t−tr)ϑ(tr) +

∫ t

tr

eK(t−τ)ΛΘ(τ)dwτ+

+

∫ t

tr

eK(t−τ) (θ(τ) + ¯̃g(τ)−Kϑ(τ)) dτ − ϑ(t).

Note that for equations of (3.17) form, given on the intervals [0, t1] [tN , T ], analo-
gous formulae exist as well. Taking into account all ¯̃ηr(t), we obtain the expression
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12 E.YU. MASHKOV

for ¯̃η(t)

¯̃η(t) =

N∑
r=1

eK(t−tr)Λ
(
(Ũ ζ̃r(ω))

j
)i+1

j=i
· χ(t− tr)+

+

∫ t

0

eK(t−τ) (θ(τ) + ¯̃g(τ)−Kϑ(τ)) dτ +

∫ t

0

eK(t−τ)ΛΘ(τ)dw(τ)− ϑ(t), (3.18)

where
(
(Ũ ζ̃r(ω))

j
)i+1

j=i
is a 2-dimensional vector, made up from the i-th and the

(i+ 1)-th coordinates of vector Ũ ζ̃r(ω).
Now investogate the subsystem, corresponding to all singular cells of Lε type

F η̌r(t)− F η̌r(tr) =

∫ t

tr

Kη̌r(s)ds+

∫ t

tr

ǧ(s)ds+

∫ t

tr

Č(s)dw(s), (3.19)

tr ≤ t ≤ tr+1, r = 1, 2, ..., N − 1.

We consider this system as the equation, corresponding to one singular cell of size
l × (l + 1), that is located in the left upper corner of λF + K. In this case the
coordinate expression of the first equation of (3.19) takes the form




0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
... . . .

...
...

0 0 0 . . . 1 0
0 0 0 . . . 0 1







η̌1r(t)
η̌2r(t)
...

η̌lr(t)
η̌l+1
r (t)




−




0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
... . . .

...
...

0 0 0 . . . 1 0
0 0 0 . . . 0 1







η̌1r(tr)
η̌2r(tr)

...
η̌lr(tr)
η̌l+1
r (tr)




=

=

∫ t

tr




1 0 . . . 0 0 0
0 1 . . . 0 0 0
...

... . . .
...

...
0 0 . . . 1 0 0
0 0 . . . 0 1 0







η̌1r(s)
η̌2r(s)
...

η̌lr(s)
η̌l+1
r (s)




ds+

+

∫ t

tk




ǧ1(s)
ǧ2(s)
...

ǧl−1(s)
ǧl(s)




ds+

∫ t

tr




č11(s) č12(s) . . . č1m(s)
č21(s) č22(t) . . . č2m(s)
...

... · · ·
...

čl−1
1 (s) čl−1

2 (s) . . . čl−1
m (s)

čl1(s) čl2(s) . . . člm(s)




d




w1(s)
w2(s)

...
wm−1(s)
wm(s)




,

..,

η̌2r(t)− η̌2r(tr) =

∫ t

tr

(η̌1r(s) + ǧ1(s))ds+
m∑
j=1

∫ t

tr

č1j (s)dw
j(s),

η̌3r(t)− η̌3r(tr) =

∫ t

tr

(η̌2r(s) + ǧ2(s))ds+
m∑
j=1

∫ t

tr

č2j (s)dw
j(s),

η̌l+1
r (t)− η̌l+1

r (tr) =

∫ t

tr

(η̌lr(s) + ǧl(s))ds+
m∑
j=1

∫ t

tr

člj(s)dw
j(s).
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This means that we can take as η̌l+1
r any random process that satisfies limita-

tions (3.8) and for which you can find a symmetric derivative of order l, and then
recursively obtain all other components of the process η̌r. This is because the
number of unknowns in the system is one greater than the number of equations.
Similarly to the case of system (3.9), the following formulae hold:

η̌lr(t) = Dw
S η̌

l+1
r −

m∑
j=1

člj
wj

2t
− ǧl(t); (3.20)

η̌lr(t) =

∫ t

tr

(η̌l−1
r (s) + ǧl−1(s))ds+

m∑
j=1

∫ t

tr

čl−1
j (s)dwj(s);

η̌l−1
r (t) = D2

S η̌
l+1
r −

m∑
j=1

dčlj
dt

wj

2t
+

m∑
j=1

člj
wj

4t2
−

m∑
j=1

čl−1
j

wj

2t
− dǧl

dt
− ǧl−1, (3.21)

Similarly, for 1 ≤ i ≤ l we get

η̌ir(t) = Dw
S η̌

i+1
r −Dw

S

m∑
j=1

∫ t

tr

čij(s)dw
j(s)− ǧi(t). (3.22)

Using Lemmas 1.4 and 1.5 by formula (3.22) we obtain the explicit expression
for any η̌ir(t), r = 1, 2, ..., N − 1:

η̌ir = −
l−1∑
k=i

dk−i+1ǧk+1

dtk−i+1
− ǧi −

m∑
j=1

dči+1
j

dt

wj

2t
+

+

m∑
j=1

či+1
j

wj

4t2
−

l−1∑
s=i+1

m∑
j=1

{
ds−i+1čs+1

j

dts−i+1

wj

2t
+

+čs+1
j (−1)s−i+1

∏s−i+1
r=1 (2r − 1)

2s−i+2

wj(t)

ts−i+2
+

+
s−i∑
k=1

Ck
s−i+1

ds−i+1−k čs+1
j

dts−i+1−k
(−1)k

∏k
r=1(2r − 1)

2k+1

wj(t)

tk+1
} −

m∑
j=1

čij
wj

2t
+Dl+1−i

S η̌l+1,

(3.23)

1 ≤ i ≤ l − 2, Ck1
n1

=
n1!

k1!(n1 − k1)!

It is easy to see that for equations of form (3.19) definitioned on the intervals
[0, t1] and [tN , T ], for 0 < t ≤ t1 and tN ≤ t < T respectively similar formulas for
solutions hold. Also, as η̌l+1

r we take an arbitrary random process satisfying the
limitations of (3.8) and for which we can find the symmetric derivative of order l.
Moreover, the found processes satisfy limitations of (3.8) where the components of

the random variable Ǔ ζ̃r(ω) corresponding to the singular cell under consideration

83



14 E.YU. MASHKOV

are equal to zero. Thus, to find η̌(t) for 0 < t < T , the formulae

η̌l(t) = Dw
S η̌

l+1
r −

m∑
j=1

člj
wj

2t
− ǧl(t); (3.24)

η̌l−1(t) = D2
S η̌

l+1
r −

m∑
j=1

dčlj
dt

wj

2t
+

m∑
j=1

člj
wj

4t2
−

m∑
j=1

čl−1
j

wj

2t
− dǧl

dt
− ǧl−1, (3.25)

η̌i = −
l−1∑
k=i

dk−i+1ǧk+1

dtk−i+1
− ǧi −

m∑
j=1

dči+1
j

dt

wj

2t
+

+

m∑
j=1

či+1
j

wj

4t2
−

l−1∑
s=i+1

m∑
j=1

{
ds−i+1čs+1

j

dts−i+1

wj

2t
+

+čs+1
j (−1)s−i+1

∏s−i+1
r=1 (2r − 1)

2s−i+2

wj(t)

ts−i+2
+

+
s−i∑
k=1

Ck
s−i+1

ds−i+1−k čs+1
j

dts−i+1−k
(−1)k

∏k
r=1(2r − 1)

2k+1

wj(t)

tk+1
} −

m∑
j=1

čij
wj

2t
+Dl+1−i

S η̌l+1,

(3.26)

1 ≤ i ≤ l − 2

take place.
Now consider the subsystem corresponding to Kronecker singular cells of type

LT
ν

Gη̂r(t)−Gη̂r(tr) =

∫ t

tr

Hη̂r(s)ds+

∫ t

tr

ĝ(s)ds+

∫ t

tr

Ĉ(s)dw(s), (3.27)

tr ≤ t ≤ tr+1, r = 1, 2, ..., N − 1.

We will also investigate this system using an example of one equation correspond-
ing to one singular cell of size (d+1)×d located in the upper left corner of λG+H.
In coordinate form, the first equation (3.27) has the form




0 0 . . . 0 0
1 0 . . . 0 0
0 1 . . . 0 0
...

... . . .
...

...
0 0 . . . 1 0
0 0 . . . 0 1







η̂1r(t)
η̂2r(t)
...

η̂d−1
r (t)
η̂dr (t)




−




0 0 . . . 0 0
1 0 . . . 0 0
0 1 . . . 0 0
...

... . . .
...

...
0 0 . . . 1 0
0 0 . . . 0 1







η̂1r(tr)
η̂2r(tr)

...
η̂d−1
r (tr)
η̂dr (tr)




=

∫ t

tr




1 0 . . . 0 0
0 1 . . . 0 0
...

... . . .
...

...
0 0 . . . 1 0
0 0 . . . 0 1
0 0 . . . 0 0







η̂1r(s)
η̂2r(s)
...

η̂d−1
r (s)
η̂dr (s)




ds+

∫ t

tr




ĝ1(s)
ĝ2(s)
...

ĝd(s)
ĝd+1(s)




ds+
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+

∫ t

tr




ĉ11(s) ĉ12(s) . . . ĉ1m(s)
ĉ21(s) ĉ22(t) . . . ĉ2m(s)
...

... · · ·
...

ĉd1(s) ĉd2(s) . . . ĉdm(s)

ĉd+1
1 (s) ĉd+1

2 (s) . . . ĉd+1
m (s)




d




w1(s)
w2(s)

...
wm−1(s)
wm(s)




.

or

0 =

∫ t

tr

(η̂1r(s) + ĝ1(s))ds+

m∑
j=1

∫ t

tr

ĉ1j (s)dw
j(s),

η̂1r(t)− η̂1r(tr) =

∫ t

tr

(η̂2r(s) + ĝ2(s))ds+
m∑
j=1

∫ t

tr

ĉ2j (s)dw
j(s),

η̂d−1
r (t)− η̂d−1

r (tr) =

∫ t

tr

(η̂dr (s) + ĝd(s))ds+
m∑
j=1

∫ t

tr

ĉdj (s)dw
j(s),

η̂dr (t)− η̂dr (tr) =

∫ t

tr

ĝd+1(s)ds+

m∑
j=1

∫ t

tr

ĉd+1
j (s)dwj(s).

Starting from the first equation, we successively obtain

η̂1r(t) = −ĝ1(t)−Dw
S

m∑
j=1

∫ t

tr

ĉ1j (s)dw
j(s) = −ĝ1 −

m∑
j=1

ĉ1j
wj(t)

2t
, (3.28)

η̂2r(t) = −ĝ2(t) +Dw
S η̂

1
r −Dw

S

m∑
j=1

∫ t

tr

ĉ2j (s)dw
j(s) =

= −ĝ2(t)− dĝ1(t)

dt
−

m∑
j=1

dĉ1j
dt

wj

2t
+

m∑
j=1

ĉ1j
wj(t)

4t2
−

m∑
j=1

ĉ2j
wj(t)

2t
, (3.29)

As before, the recursion formula holds for 2 ≤ i ≤ d

η̂ir(t) = −ĝi(t) +Dw
S η̂

i−1
r −Dw

S

m∑
j=1

∫ t

tr

ĉij(s)dw
j(s).

Then

η̂ir(t) = −ĝi(t)− dĝi−1(t)

dt
− ...− di−1ĝ1(t)

dti−1
−

−DS

m∑
j=1

∫ t

tr

ĉij(s)dw
j(s)−D2

S

m∑
j=1

∫ t

tr

ĉi−1
j (s)dwj(s)− ...−Di

S

m∑
j=1

∫ t

tr

ĉ1j (s)dw
j(s) =

= −
m∑
j=1

ĉij
wj

2t
−

m∑
j=1

i−1∑
p=1

Dp
S(ĉ

i−p
j

wj

2t
).
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Hence, applying Lemmas 1.4 and 1.5, for i ≥ 3 we obtain the following formulae

η̂ir(t) = −
i−1∑
p=1

di−pĝp

dti−p
− ĝi −

m∑
j=1

ĉij
wj

2t
−

m∑
j=1

dĉi−1
j

dt

wj

2t
+

+
m∑
j=1

ĉi−1
j

wj

4t2
−

m∑
j=1

i−1∑
p=2

{
dpĉi−p

j

dtp
wj

2t
+

+

p−1∑
l=1

Cl
p

dp−lĉi−p
j

dtp−l
(−1)l

∏l
r=1(2r − 1)

2l+1

wj

tl+1
+ ĉi−p

j (−1)p
∏p

r=1(2r − 1)

2p+1

wj

tp+1
},

(3.30)

as well as the condition for concordance

η̂dr (tr) +

∫ t

tr

ĝd+1(s)ds+
m∑
j=1

∫ t

tr

ĉd+1
j (s)dwj(s) = η̂dr (t).

If the components zi and wi do not satisfy this condition, then the system has no
solutions. Here the number of equations is one more than the number of unknowns,
i.e. This subsystem is overridden.

It is easy to see that for equations of form (3.27) definitioned on the intervals
[0, t1] and [tN , T ], for 0 < t ≤ t1 and tN ≤ t < T respectively, similar concordance
conditions and formulae for solutions hold. Moreover, the found processes satisfy
conditions (3.8) if the components of the random variable Û ζ̃r(ω) corresponding
to the singular cell under consideration are equal to zero.

Therefore, for 0 < t < T , under the concordance conditions
∫ t

0

ĝd+1(s)ds+

m∑
j=1

∫ t

0

ĉd+1
j (s)dwj(s) = η̂d(t) (3.31)

relations for determining the components η̂i(t)

η̂1 = −ĝ1 −
m∑
j=1

ĉ1j
wj(t)

2t
, (3.32)

η̂2(t) = −ĝ2(t)− dĝ1(t)

dt
−

m∑
j=1

dĉ1j
dt

wj

2t
+

m∑
j=1

ĉ1j
wj(t)

4t2
−

m∑
j=1

ĉ2j
wj(t)

2t
, (3.33)

η̂i(t) = −
i−1∑
p=1

di−pĝp

dti−p
− ĝi −

m∑
j=1

ĉij
wj

2t
−

m∑
j=1

dĉi−1
j

dt

wj

2t
+

+
m∑
j=1

ĉi−1
j

wj

4t2
−

m∑
j=1

i−1∑
p=2

{
dpĉi−p

j

dtp
wj

2t
+

+

p−1∑
l=1

Cl
p

dp−lĉi−p
j

dtp−l
(−1)l

∏l
r=1(2r − 1)

2l+1

wj

tl+1
+ ĉi−p

j (−1)p
∏p

r=1(2r − 1)

2p+1

wj

tp+1
},

(3.34)

hold.
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Now we turn to the question of zero initial conditions for the solutions of sys-
tems (3.9), (3.19), (3.27) (for r = 0). Taking into account the definitionition of
symmetric mean derivatives, it is easy to see that they are well-definitioned only
on open time intervals, since their construction uses both time increments to the
right and to the left. Then from formulae (3.10), (3.11), (3.12), (3.20), (3.21),
(3.23), (3.28), (3.29) and (3.30) one can easily see that the solutions ηl(t) are de-

scribed as sums, in which each term contains a factor of the form wj(t)
tk

, k ≥ 1.
Hence, the solutions tend to infinity as t → 0, i.e. the values ??of the solutions for
t = 0 do not exist. One of the possibilities for resolving this situation (as in [11]) is
as follows. We specify an arbitrarily small time instant t0 ∈ (0, T ) and definitione
the function t0(t) by the formula

t0(t) =

{
t0, if 0 ≤ t ≤ t0;

t, if t0 ≤ t.
(3.35)

In formulae (3.10), (3.11), in processes obtained recursively using the formulae
(3.10), (3.12), as well as in the formulae (3.20), (3.21), (3.23), (3.28), (3.29) and
(3.30), and therefore in processes obtained using (3.13), (3.14), as well as in the
formulas (3.24), (3.25), (3.26), (3.32), eqrefs22 and (3.34), We replace the elements
wj(t)
tk

by wj(t)
(t0(t))k

. The resulting processes at time t = 0 take zero values, however

those processes become solutions only for t0 ≤ t < T . Note that for two different

instants of time t
(1)
0 and t

(2)
0 for t ≥ max(t

(1)
0 , t

(2)
0 ) values of the corresponding

processes a.s. coincide.
Thus, summing up the above, we have proved the following statement

Theorem 3.2. Let M̃ + λL̃ be a singular matrix pencil of size n ×m, in which
rows and columns are not connected by linear dependencies with constant coeffi-
cients, Q̃ - - n × n -matrix, f(t) - fairly smooth n -dimensional vector function,
0 ≤ t ≤ T ; let 0 < t1 < · · · < tN < T ; PL and PR are non-degenerate matrices
of sizes n× n and m×m respectively, leading the sheaf λL̃+ M̃ to the Kronecker
canonical form (t .e. to quasidiagonal form), L = PLL̃PR and M = PLM̃PR,

U = PLQ̃; let ζ̃r(ω), r = 1, 2, . . . , N be random variables with values ??in Rn such

that the components of the random variable Ũ ζ̃r(ω), corresponding to the degen-
erate blocks 1× 1 of the regular component, reduced to the Schur form, the pencil
λL + M , and the singular cells along the main diagonal in L, are equal to zero,

i.e. Ǔ ζ̃r(ω) = O, Û ζ̃r( omega) = O; let ζ(t, ω) =
∑N

r=1 ζ̃r(ω)χ(t− tr), where χ -
Heaviside function equal to zero for negative values ??of the argument and one for
non-negative. Then:
1) the equation (3.1) is transformed to the canonical equation (3.3), which decom-
poses into equations and subsystems of equations;
2) for the subsystem corresponding to the degenerate blocks 1 × 1 of the regular
component of the pencil λL + M , recurrence formulas for the solutions (3.13),
(3.14);
3) for the equations corresponding to the non-degenerate blocks 1× 1 of the regu-
lar component of the pencil λL +M , there is a formula for solutions of the form
(3.16);
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4) for equations corresponding to non-degenerate blocks 2 × 2 of the regular com-
ponent of the pencil λL+M , there is a formula for solutions of the form (3.18);
5) for subsystems corresponding to singular cells Lε of M + λL of size l× (l+ 1),
for 0 < t < T , formulas for finding solutions of the form (3.24), (3.25) and (3.26);
6) for subsystems corresponding to the singular cells LT

ν from M + λL of size
(d+ 1)× d, for 0 < t < T , they occur under the conditions matching (3.31) rela-
tions for finding solutions of the form (3.32), (3.33) and (3.34);
7) fixing an arbitrarily small time instant t0 > 0, in the denominators of processes
satisfying the relations given in clauses 2), 5) -6), we replace t with t0(t) by the
formula (3.35) and we get processes that for t = 0 take zero values, but become
solutions only for t0 ≤ t < T .
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