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Towards Addressing the Challenges of
Data Intensive Computing in Big Data
Analytics
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Abstract : As the speed of data progress exceeds in this new era, excessive data is making huge troubles to
human beings. However, there is much of the potentially used values hidden within the massive quantity of
data. Tremendous data has drawn significant concentration from determination makers in potential sciences,
coverage and sdlection makersin governments and firms. A tremendous quantity of fields and sectors, opening
from economic and trade firms to public administration, from national security to scientific researches in tons
of areas, involvewith hugedata problems. On one hand, tremendous datais extremely useful to give productivity
in firms and evolutionary breakthroughs in scientific disciplines, which provide us quite a few possibilities to
make fine progresses in tons of fields. Big Data has modified the way in which we adopt in doing corporations,
managements and researches. Data-intensive science mainly in data-intensive computing is coming into the
arenathat aimsto providethetoals that we have to manage with the massive knowledge problems. | nformation-
intensive science is rising because the fourth scientific paradigm in phrases of the prior three, specifically
empirical science, theoretical science and computational science. In this paper we aimed to illustrate a view
about the tremendous information in relation with the context of Data |ntensive Computing. Optimizing data
entry is a method to make stronger the performance of data-intensive computing; these techniques comprise
Data redundancy, migration and distribution of data, and access parallelism.
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1. INTRODUCTION

Big Dataisacollection of massvedata setsthat cannot be processed using usua computing approaches. Big
Datais not merely adatainstead it has become anentire subject, whichincludesquitealot of tools, strategiesand
frameworks.

Big Datais probably becoming themost emerging technology inreal world now aday. Theactua challenge
the big organizations are facing is to get maximum out of the data already on hand and predict what type of
information to accumulatein future. The key discussionis—"How you cantake the prevailing dataand makeit
meaningful that it providesuscorrect ingght prior to the past datain many of the executive meetingsin corporations’.
With the explosion of theinformation the challenge haslong lasted to the next level and now Big Dataisbeenthe
redity in many organizations.

Thecorporations have grownwiththe datarelated to them which has grown exponentidly and today thereare
plenty of complexitiesto their data. Many of the tremendous businesses have datain multiplefunctionsand in
different formats. Thedata can also be spread out alot thet it ishard to categorize with asingleagorithm or good
judgment. Big companiesareindeed facing chalengesto hold theentire dataonaplatformwhich givethemasngle
congstent view of their data. Big Dataworld isfacing thisparticular challengewherein datacoming from different
sources and deriving the vauable expertise out of itsrevolutionismaking greater sense.
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Big Datahasgot enormous attention from the undersanding system sdf-disciplineover thelast few yearswith
afew latest commentaries, editorials and certainissueintroductionson thevariousforms of dataaslisted below:

» Structured data: Relationa data.
* Semi Structured data: XML data
» Ungructured data: PDF, Text, Word, MediaLogs.(80% of Datais ungtructured)
Defining Big Data : The5V'sof Big Dataare Variety, Veocity and Volume, Vaueand Veracity.

Just having Big Data
is of no use unless we

The size of the data

can turn it into value

The speed at
which the data
is generated

The trustworthiness
of the data in terms
of accuracy

The different
types of data

Fig. 1.

“Variety makes different type of data. Different Variety of dataincludethetext, audio, video, log files, sensor
dataetc.

Volume representsthe size of the datainterabytes and petabytes.

Velocity definesthe speed at which datais streamed.

Valuerefersto changethedatainto vaue.

Veracity refersto trustworthiness of datainterms of accuracy” . (August 2014 Nada Elgendly and Ahmed
Elragd)

Thekind of datasetsconsidered in big data: Variousexamplesinvolves social mediacommunity which
andyzesther individuals datato betaught more about the dataand fasten themaong with the advertisng aswell
ascontent to ther interests or search engines like Google which relates questions and answersto present better
solutionsto usersqueries.

Therearetwo biggest sourcesof thedata availablein huge portionsthey are:

1. Transactiona Data

2. Sensor Data

Transactional dataincludesfrom stock market pricesto bank information to persons merchants purchase
higtories.

Sensor Knowledge isthe statistical measure of datacoming fromthe wired or the wireless sensors. This
sensor datacan be ameasurement taken from the robotsto the data on amobile cellphone network, to instant
electrical usagein housesand firms.

Bigdataanalytics: Big Dataanayticsiswhere evolved analytic techniques operate on enormousdata units.
Therefore, big dataanalyticsisreally about two things-big data and andytics plus how both haveteamed up to
create one of the most profound tendenciesin businessintelligence (Bl) today. To solvethe big dataanalyticswe
need to distribute the data across multiple nodes stored physically in some location. This can be done using
Distributed File Sysemwhichisused to accessthe dataof al the multiple nodeslogicaly into asinglefile system.
The most effective and etablished tool for big dataanalyticsisApache Hadoop.
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Obj ective: Big dataisbecoming anincreasingly important asset for decision makers. Large volumes of
highly detailed data from various sources such as scanners, mobile phones, loyalty cards, the web, and social
media platformsprovide the opportunity to deliver significant benefitsto organizations. Thisis possible only by
optimizing the datawith the hel p of Data I ntensive Computing. And to do thisthe evaluation of, Data preparation
i.e., merging, replication, distribution, Datavisualization etc are carried ouit.

2.RESEARCH METHODOL OGY

Data I ntensve Computing dealswith huge voluminous dataand to analyze it various computational methods
and their architecturesare generated in many application domains. Since the data is becoming big and growing
exponentialy thefactorsbeing affected with it are scalability, reliability, high availahility, elasticity and lower cost.
Thereforethereisaneed of Dataintensive computing which has become one of theimportant research fieldsinthe
informationtechnology era

Managing and processing exponentially increasing data volumes often are arriving in time-sensitive streams
from arraysof sensorsand instruments or asthe outputsfrom the smulations; and significantly reducing data
analysiscycles so that researchers can make timely decisons. Dataintensive computing ismainly concerned with
creating scaable solutionsfor capturing, analyzing, managing and understanding multi-terabyteand petabyte data
volumes. Smply capturingthe dataat theratesit isemitted fromacomplex smulation, highresolutioninstrument or
high-speed network is aone a challenging problem. To addressthis, thefirst stage of processing typically applies
techniquesto reducethe datainsize, or processit o that it can be more efficiently manipulated by downstream
anaytics[1].

And to addressthis Data | ntensive computing sysems are built on the distributed file syslems such asHadoop
Distributed File System (HDFS).

Apache Hadoop framework adlowsthe distributed processing of huge datasetsacrossthe clustersof different
computers making use of asmple programming model. The Digital dataisused by Hadoop.

The Core Componentsof Hadoop are:

1. HDFS-Hadoop Distributed File System (Storage)
2. Map-Reduce

A 4 v \ 4 v

Data Node Data Node Data Node Data Node

Fig. 2. Magter-Slave Type of Configuration.
HDFS Cluger : Itisthe name givento the master-dave configuration shownin thefigurewherethelarge
data setsare stored.
MapReduce: Map Reduceengineisthe programming model whichisusedto retrieve and anadyzethe data
Master Nodes : Name Nodes.
Slave Nodes : Data Nodes.
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HDFSArchitecture: Hadoop Distributed File System or HDFS can store massive amounts of data setsas
wdll asinformationthat can be scaled up incrementally to survive with thefailure of sgnificant partsof thetorage
infrastructure without losing the original data. Thefigure below demonstrates HDFSArchitecture where hadoop
createsaclustersof different machinesand it helpsto coordinate thework among them. If one of the systemsfails
towork or coordinate with different systems,hadoop continuesto coordinatethe dusterswithout losing thedataor
shifting the work or interrupting the work to other systems. HDFS managesto store the data on clusters by
breaking the incoming datainto pieceswhich are called asblocks and then storing each block of data repeatedly
across the pool of servers. As apractice HDFS is able to store three complete sets of copies of each file by
copying each and every pieceto threeindividud different servers.

HDFS Architecture
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. Block ops
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Fig. 3. HDFS Architecture.

Since HDFSisdeployed on low cost commodity hardware server falluresare common thereforethe following

arethefeaturesusing which thefile systemisdesgned.
Featuresof HDFS:

Highly Fault Tolerant.

High Throughput.

Suitablefor Distributed Storage and Processing.

Suitablefor applicationswith large Datasets.

Accessto filesystem data.

Providesfile accessibility permissonsand authentication.

Hadoop M ap Reduce isasoftware architecture which processmulti-terabyte data setsin paralel on huge
clustersof the commodity hardware by congdering the functionalities of reliability, Fault-tolerant and throughput.

Map : “Definition-the functiontakeskey/vaue pairs asinput and generates an intermediate set of key/value
pars’.

Reduce : “ Definition-the function which merges all the intermediate values associated with the same
intermediatekey”.

Thejob of map reducer isto divide the input data setsinto chunksthat are independent of nature and are
processed using the map tasks completely in aparald manner. Thisframework usually sortsthe map outputsthat
arethentaken asinput to reducethetasks. All theinput aswell asthe output dataare stored in one particular file
system using which the framework takes care of scheduling tasks, monitoring themand thefailed tasksarere-
executed. The architectureconsistsof one Job Tracker called as master and other Task Tracker called dave for
each cluster-node. Themaster node isonewho isresponsible for rearranging thejobs component tasks on the
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daves, and monitors them by re-executing the tasks that are failed. The slaves now executes the given tasks
directed by the master Map Reduce framework and the Hadoop Distributed File Systemrunson thesimilar set of
nodes (asshown inthefigure above). Thusthe above configuration of master-slave hel psto effectively schedule
thetaskson nodeswhich contain data, to result inand with high aggregate value, very high bandwidth valueinand
acrossthecluger.
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3.LITERATURE SURVEY

Inthe current trend of information society largeamount of dataisavailable easily to the decison makers.
Big dataisaset of datasetswhich are not only big in nature but also that are highininteractionswiththe various
componentsof the Big Datalike the volume, variety, velocity, vaue, veracity which makesthe datasetsdifficult to
handle using the traditional tools and found techniques. Due the above mentioned issues solutionsare needed as
suchwecan extract aswell asstudy the value, need and knowledge of different datasets. Also the decision makers
should beable to grasp therecent advancements of rapidly changing datafrom daily day to day interactionsfor the
entire customer aswell asthe socid medianetworking interactions. To solve suchissues Big Dataandytics- Study
of advanced analyticstechniques, Data | ntensive methodologieshaveto be used.

This section dealt with the description of the contents of Big Data like scope, methodology, examples,
advancements, challenges, which are very essentia informing the different datasetsfor decison makers. Themost
critical issuesof Big Dataare privacy, safety and security. From this paper we can make aconclusion that any
organization or industry with big data can be benefited by carefully analyzing the problem using Big DataAnalytics
and solving the purpose. The mgjor challengeisto extract useful information fromthe collected data[1].

“Big DataAnalyticsis an anadyssof huge amount of datato get the required useful data, extracting fromthe
patternswhich are hidden. Big dataanalyticsrefersto the M apreduce Framework which isdeveloped withtheaid
of the Google. The open sourcetools used were A pache Hadoop for implementing Map reduce model [2].

“According to 2013, Facebook has 1.11 billion humans active money owed fromwhich 751 million use
facebook fromacell. Yet another instance isflicker having function of unlimited snapshot uploads (50M B per
picture), limitlessvideo uploads (90 secondsmax, 500M B per video), the capacity to exhibit HD Video, unlimited
gtorage, limitless bandwidth. Hickr had atotal of 87 million registered participants and more than 3.5 million new
snap shotsuploaded daily [3].
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Transactions | 70
Log data | <5
Machine or sensor data _ 42
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Social media data _ 32
Free-form text 4_ 26
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Images _ 16
Video _ 9
Audio - 6
Others _ 12
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Fig. 5. Big Data Sources.

Reportsthe practical work ontheissuesof Big Data. It describethe premiere solutions making use of Hadoop
cluster, Hadoop distributed File Syssem (HDFS) for storage and M ap scde back programming framework for
paralée processing to processtremendousinformation set of data[4].

Previoudy theinformation was once much lessand readily treated by meansof RDBM S but not too long ago
it’stricky to manage gigantic databy way of RDBM Stools, whichis preferred aslarge information. Onthisthey
ingructed that bigdatadiffersfrom other informationin 5 dimensonsequivalent to volume, speed, type, valueand
complexity. They illustrated the hadoop structureincluding identifying various nodes. Hadoop architecture manage
enormous knowledge units, scalable dgorithm doeslog management utility of enormousinformationwill aso be
discoveredinmonetary, retail industry, hedth-care, mobility, coverage. Theauthorsdso interested by the challenges
that haveto befaced withthead of businesseswhen dedling with giant information: - dataprivacy, searchanalyss,
andsoon[5].

Datalntensive computing is managing, analyzing and understanding data at volumesand rates. I n recent
twenty yearsthereisan explosive growth of the datain all over theworld. Thevarious Dataintensive gpplications
whichinclude Internet text dataprocessing, inverse data processing, scientific research dataprocessing and large
scale graph computing aswell asthedifferent architecture designissuesare discussed [6].

4. CONCLUSION

Inthisresearch paper we have examined theinnovative field of current information trend Big Datawhere
voluminousamount of dataare being produced daily and withinthemthere areintrinsic number of hidden patterns
which should be extracted and utilized. For thisthe Big DataAnalyticsis applied with parald processng of data
called the Datal ntensve Computing which manages, anayses and understandsthe data by optimizing the data
accessand henceit improvesthe performance of Datalntensve Computing.
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